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| **چکیده**  در سال­های اخیر استفاده از سیستم­های پیشنهاد دهنده بسیار متداول شده است. چالش­های موجود در دادگان این سیستم­ها تحقیق را برای ارایه الگوریتم­های با دقت پیشنهادی بالا جذاب کرده است. استفاده از تجزیه ماتریس و سپس تجزیه تانسورها در سیستم­های پیشنهاد دهنده در سال­های اخیر مقبول­تر بودن این روش­ها را نسبت به روش­های دیگر نشان می‏دهد. در این مقاله روشی مبتنی بر تجزیه تانسور که دارای سه بعد است؛ پیشنهاد شده است و در مقایسه با روش مشابه در تجزیه ماتریس که دارای دو بعد می­باشد، خطای بسیار کم­تری به دست می­آید. در این مقاله بعد سوم تانسور که برای تجزیه استفاده شده بعد زمان است که به عنوان عامل مستقل به کار رفته است. نتایج نشان می­دهد که استفاده از زمان در کاهش خطای تخمین موثر است.  **کلمات کلیدی:** سیستم پیشنهاددهنده، تجزیه تانسور، دادگان خلوت، پیشنهاد پویا. |

# 1 مقدمه

با گسترش اطلاعات، استفاده از آن مساله مهمی در جهان امروز شده است. استفاده از دانش به دست آمده از اطلاعات در کاربردهای مختلف مورد استفاده قرار می­گیرد. با توجه به تعداد زیاد مشتریان و کالاها، سیستم­های پیشنهاد دهنده به دنبال استفاده از روش­هایی هستند که پیشنهاد بهتری به کاربران ارایه دهند. با گسترش شبکه­های اجتماعی استفاده از سیستم­های پیشنهاد دهنده در شبکه­های اجتماعی مورد توجه فراوانی قرار گرفته است. تقریبا در تمام این شبکه­ها حجم کاربران و کالاها بسیار زیاد است؛ چون یک کاربر در شبکه­های کاربر-کالا به نسبت تعداد کالاها تعداد کمی کالا را خریداری یا امتیازدهی می­کند؛ در شبکه­های کاربر-کاربر تعداد کاربران مرتبط با یک کاربر به نسبت تعداد کل کاربران بسیار کم است. باعث خلوت بودن شبکه می­شود؛ این مساله به عنوان یک چالش برای تمام شبکه­های از این نوع می­شود [1]. مساله دیگری که در برخی از شبکه­ها وجود دارد و در این مقاله مورد توجه قرار گرفته است؛ بعد زمان است. از آن جا که کاربران در زمان­های مختلف ممکن است سلیقه­های متفاوتی داشته باشند؛ پیشنهاد کالا به آن­ها باید بر اساس سلیقه آن­ها در آن زمان باشد و پیشنهاد در یک زمان مستقل از زمان­های قبل نباشد [2]. عدم توجه به بعد زمان در شبکه­ها و توجه به شبکه به عنوان شبکه ایستا باعث از بین رفتن اطلاعاتی می­شود که این اطلاعات با توجه به اهمیت زمان در شبکه ممکن است کم یا زیاد باشد. علاوه بر آن برای کاربران جدید اگر شبکه را به صورت ایستا در نظر بگیریم چون برای آن­ها اطلاعات زیادی وجود ندارد؛ این کار ممکن است باعث خطای زیاد در مدل به دست آمده شود [3-5]. در شبکه­های اجتماعی زمان­های امتیازدهی کاربران به کالاها رفتار زمانی آن­ها را نمایش و استفاده از بعد زمان تخمین پیشنهاد را بهبود می­دهد.

# 2 کارهای مرتبط

# الگوریتم­های زیادی برای سیستم­های پیشنهاد دهنده ارایه شده است که هر کدام از آن­ها ویژگی­هایی دارند. اما بیشتر الگوریتم­ها که جواب بهتری روی دادگان­های متفاوت داشته­اند؛ الگوریتم­هایی بوده­اند که از روش­های پالایش مشارکتی مدل­گرا استفاده کرده­اند. در پالایش مدل­گرا روش­های زیادی وجود دارد که با توجه به مشکلات حجم دادگان شیوه­هایی که برای آن­ها ارایه شده است؛ دارای ویژگی­های مختلفی می­باشند. در برخی از روش­ها از خوشه­بندی دو وجهی استفاده شده است [6-8]. در این روش­ها مشخص می­شود که کدام کاربران با کدام کالاها در یک گروه قرار می­گیرند. این کار با خوشه­بندی ساده تفاوت دارد. هر خوشه می­تواند به صورت یک گروه معرفی و یا به عنوان پیش­پردازشی برای سیستم پیشنهاد دهنده استفاده گردید و با استفاده از روش­های دیگر روی هر خوشه به صورت جداگانه پیشنهاد انجام شود. از جمله روش­های دیگر که زیاد مورد توجه قرار گرفته؛ استفاده از روش­های تجزیه ماتریس است [9-12]. در این روش­ها کاربران و کالاها به فضای ویژگی­های پنهان در ابعادی دیگر تبدیل می­شوند. یک نگرش در روش‌های تجزیه ماتریسی، از دو منظر تکنیک را مورد بررسی قرار می‌دهد: بازخورد ضمنی، پویایی زمانی. سیستم‌های پیشنهاد دهنده به روش­های مختلف از ورودی استناد می­کنند. بهترین روش این است که با بازخورد صریح از کاربران، پیشنهاد انجام شود. در این روش کاربران به صورت مستقیم علاقه‌شان را به کالایی مشخص می‌کنند اما چون همواره بازخورد صریح وجود ندارد؛ برخی پیشنهاد دهنده‌ها اولویت‌های کاربر را از بازخورد ضمنی که به طور غیر مستقیم از طریق مشاهده‌ی رفتار کاربر منعکس می‌گردد؛ مدلسازی می­کنند. انواع بازخورد ضمنی شامل سابقه خرید، سابقه جستجو، حرکت ماوس، جستجوی الگوها می‌باشد. منظور از پویایی زمانی این است که اولویت‌های کاربر برای محصولات مبتنی بر زمان باشد. پیش‌بینی محصول و اولویت آن دائماً در حال تغییر است. یعنی مشتری باید همواره به تعریف مجدد سلیقه‌های خود بپردازد. این مساله موجب ‌گردید که برای بررسی بهتر رفتار کاربر، مساله گذر زمان و تاثیر آن بر سلیقه کاربر مورد رسیدگی قرار گیرد. در این رابطه، الگوریتم­هایی ارایه شده­اند [10]. برای تجزیه ماتریس روش­های مختلفی انجام گرفته است که برخی از آن­ها بعد زمان را نیز به کار برده­اند از جمله SVD که روش تجزیه ماتریسی مبتنی بر کاهش بعد است و پیشنهاد‌هایی با کیفیت بالا ایجاد می‌کند اما محاسبات ماتریسی بسیار پر هزینه‌ای را متحمل می‌شود [9]. SVD++ روش SVD را با بازخورد ضمنی تلفیق کند. TimeSVD روش پویایی زمانی را با روش SVD ترکیب می‌نماید [10]. تجزیه ماتریسی مثبت (غیر منفی) (ماتریس حاصل از تجزیه دارای دقیقاً مقادیر غیرمنفی هستند) و تجزیه ماتریسی نیمه مثبت (مقادیر یکی از ماتریس‌های حاصل از تجزیه غیر منفی و منفی هستند) در تجزیه ماتریس­هایی که نیاز به مقادیر غیرمنفی در ماتریس­های تبدیل نیاز است؛ کارایی بیشتری دارند و البته محاسبات پیچیده­تر[13،14]. تجزیه ماتریسی مبتنی بر احتمال همانند توزیع شرطی روی رتبه‌ها بهره می‌گیرد. انواع روش‌های مطرح در این مدل شامل تجزیه احتمال بیز، تجزیه ماتریسی احتمالی عمومی می‌باشد [15-17]. بررسی تعداد ویژگی­های پنهان مناسب برای تجزیه ماتریس و همچنین استفاده از روش­های پیش پردازش برای مقداردهی اولیه برای پیش بینی بهتر امتیاز به عنوان مسائل مهم بررسی شده است [18].

# در روش­های تجزیه ماتریس در فضای جدید ارتباط بین کاربران و کالاها مفهوم جدیدی پیدا می­کند. به عنوان مثال هر کاربر u با یک بردار pu و هر کالای i با یک بردار qi مشخص می­شود. مقادیر بردارهای جدید qi توسعه کالاهای تجزیه شده را شامل می­شود و pu توسعه کاربرانی که به کالاها علاقه­مند هستند. همچنین qiTpu ارتباط بین کاربر u و کالای i را میزان علاقه­مندی کاربر به کالاست را بیان می­کند. امتیاز تقریبی کاربر u به کالای i را که مقدار واقعی rui است؛ از فرمول زیر به دست می­آورند [19].
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# چالش اصلی در این روش­ها محاسبه تبدیل هر کالا و کاربر به بردار جدید qiو pu است. ماتریس R با استفاده از الگوریتم­های شبیه SVD به سه ماتریس Q,S,P تبدیل می­شود و ماتریس S به تعداد k بعد کاهش پیدا می­کند. محاسبه نهایی از نتیجه دو ضرب ماتریس QkSk(qT) و SkPk(P) است و با توجه به آن­ها برای هر کاربر و کالا می‏توان امتیاز را محاسبه کرد. در کل می­توان گفت که دو رویکرد اصلی پالایش مشارکتی، رویکرد مبتنی بر مجاورت (همسایگی) و مدل‌های عامل نهان است. مدل عامل نهان مانند تجزیه ماتریسی هم کاربر و هم کالا را به فضای نهان F نگاشت می‌نماید؛ به طوری که تعامل کاربر-کالا به صورت ضرب داخلی در این فضا مدل می‌شود. در نهایت، خطای مجموع منظم بین ماتریس تقریبی و ماتریس رتبه‌ي واقعی R می‌تواند با فرمول‌ زیر مشخص شود.
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# 3 روش پیشنهادی

استفاده از زمان در سیستم­های پیشنهاد دهنده انجام شده اما به عنوان یک بعد هیچ­گاه مورد توجه نبوده است. در این مقاله در یک سیستم پیشنهاد دهنده پویا علاوه بر کالا و کاربر، با عنصر زمان نیز مواجه هستیم. در واقع با یک داده سه بعدی مواجه­ایم که بعد سوم آن زمان است؛ بنابراین داده­ها در یک آرایه سه بعدی ذخیره می­گردند که اصطلاحاً به آن تانسور گفته می­شود [20]. سوالی که مطرح می­شود نحوه کار کردن با این شی سه بعدی در جهت ایجاد یک سیستم پیشنهاد دهنده می­باشد. این مدل­سازی به ما امکان می­دهد تا بتوانیم در زمان­های مختلف برای افراد مختلف پیشنهادهای مختلفی داشته باشیم. اما ابزار کار با تانسورها در واقع تعمیم­هایی از تجزیه­های ماتریسی برای حالت سه بعدی می­باشد.

نوآوری­های مقاله استفاده از مفاهیم تانسوری داده­های همسایگی و محاسبات الگوریتم­های سیستم پیشنهاد­ دهنده روی دادگان با ابعاد جدید است. همان­طور که مشخص شد بیشتر الگوریتم­های ارایه شده در تجزیه ماتریس برای سیستم پیشنهاد دهنده، حل مساله دو بعدی است. مساله­ای که در این رساله مورد توجه است و باید حل شود یک مساله تانسور 3 بعدی کاربر-کالا- زمان است. شبیه حالت دو بعدی می­توان از تجزیه زیر استفاده نمود که بر اساس الگوریتمHoSVD [21] محاسبه می­شود.

در این مقاله یک تانسور R را که دارای 3 بعد کاربر-کالا-زمان است؛ می­خواهیم به سه ماتریس ویژگی پنهان کاربر(U)، کالا(I) و زمان(T) تجزیه کنیم. همان­طور که اشاره شد؛ این کار، بر اساس الگوریتم HoSVD محاسبه می­شود. در واقع مساله ما به صورت فرمول زیر است:
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از آنجایی که نتایج محاسبات ماتریس­های ویژگی کاربر،کالا و زمان به علت عواملی چون مقدار زیاد دادگان گم شده نمی­تواند با تانسور اصلی R مساوی باشد؛ نتیجه به­دست آمده تقریبی است و باید روشی ارایه شود که تا حد ممکن تفاضل مقدار تقریبی و واقعی کمینه گردد.
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فرمول بالا مساله اصلی است که در آن U ماتریس بردارهای کاربر، I ماتریس بردارهای کالا و T ماتریس بردارهای زمان هستند. در واقع S یک تانسور خواهد بود که به آن هسته می­گویند. ماتریس­های کاربر، کالا و زمان متعامد هستند. تعداد سطرهای ماتریس­های تجزیه شده کاربر، کالا و زمان به ترتیب با تعداد کاربر، کالا و زمان تانسور اصلی یکسان است و تعداد ستون­های آن می­تواند متغیر باشد. بهترین مقدار تعداد ستون ماتریس­ها که در نتایج با متغیر k مشخص شده؛ با محاسبه مقادیر مختلف به دست آمده است. در واقع مقدار kی به عنوان انتخاب نهایی است که کمترین خطا را در برآورد مقدار تقریبی R داشته باشد. در اینجا کاربر و کالا مستقل از یکدیگر فرض می­شوند و فرض زمان به عنوان یک عامل مستقل ویژگی این رویکرد است.

پیشنهاد برای فرد u در کالای l و زمان t با استفاده از تجزیه HOSVD به­صورت زیر مشخص می­شود.
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در فرمول بالا اگر UmT، mامین سطر ماتریس U، InT، nامین سطر ماتریس I و TlT ، lامین سطر ماتریس T باشد؛ آنگاه می­توان مقدار تخمینی تانسور را به صورت زیر مشابه­سازی کرد:

(6) ![](data:image/x-wmf;base64,183GmgAAAAAAAAAOYAIACQAAAABxUgEACQAAA1sCAAACANoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgAOCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ADQAAFwIAAAUAAAAJAgAAAAIFAAAAFAKgAWEDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACTYEgB5SGZ3QJFpd+oSZt0EAAAALQEAAA8AAAAyCgAAAAAFAAAAKCwsKS5FHwOqAtQCfgAAAwUAAAAUAvQADwUcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJNgSAHlIZndAkWl36hJm3QQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAFRUVA+/AuACwAEFAAAAFAIDAqcAHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACTYEgB5SGZ3QJFpd+oSZt0EAAAALQEAAAQAAADwAQEAEAAAADIKAAAAAAYAAAB1aXR1aXRwAD8AdQTNAtUCwAEFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACTYEgB5SGZ3QJFpd+oSZt0EAAAALQEBAAQAAADwAQAADwAAADIKAAAAAAUAAAByVUlUUwB7A1sDbgJAAwADBQAAABQCoAE7AhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3xw0KEQAQgwAk2BIAeUhmd0CRaXfqEmbdBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPXkAA9oAAAAmBg8AqgFBcHBzTUZDQwEAgwEAAIMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDcgADABsAAAsBAAIAg3UAAgCDaQACAIN0AAABAQAKAgSGPQA9AgCCKAACAINVAAMAHAAACwEBAQACAINUAAAACgMAGwAACwEAAgCDdQAAAQEACgIAgiwAAgCDSQADABwAAAsBAQEAAgCDVAAAAAoDABsAAAsBAAIAg2kAAAEBAAoCAIIsAAIAg1QAAwAcAAALAQEBAAIAg1QAAAAKAwAbAAALAQACAIN0AAABAQAKAgCCKQACAIIuAAIAg1MAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACyAQICIlN5c3RlbQDd6hJm3QAACgA4AIoBAAAAAAEAAABY4hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

اما در جواب حاصل از تجزیه HoSVD ممکن است پیشنهاد برای جاهایی که اطلاعاتی نداریم؛ زیاد شود؛ چون شبیه حالت 2 بعدی، نمی­خواهیم عناصر بازسازی شده توسط این الگوریتم خیلی بزرگ باشند. بنابراین باید اندازه ستون­های ماتربس­های تجزیه را طوری کنترل کنیم که این عناصر خیلی بزرگ نشوند؛ بنابراین در حالت تانسوری می­توان مساله تجزیه HoSVD را با مساله کمینه­سازی منظم شده جایگزین کرده؛ جواب مناسب را از این مساله به‏دست آورد.
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بخش دوم فرمول بالا برای جلوگیری از جهش یک­باره است و مقدار ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrUcCm0oImwAUOASAHlIRnZAkUl2vhtmVgQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAALIBAgIiU3lzdGVtAAC+G2ZWAAAKADgAigEAAAAA/////2ziEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) بین 0 و 1 تعیین می­شود. باید توجه داشت که تعداد درایه­های دارای امتیاز برابر k می­باشد که تقریباً 1% و بلکه بسیار کمتر از کل درایه­های تانسور است.

# 4 نتایج

# الگوریتم ارایه شده که با استفاده از الگوریتم HoSVD به دست آمده؛ برای مقادیر مختلف k روی دادگان [MovieLens](http://www.movielens.org) با ابعاد مختلف انجام شده است. در این دادگان کاربران در زمان­های مختلف به فیلم های مختلف امتیاز 1 تا 5 داده­اند. فیلم­هایی که توسط کاربران امتیاز داده نشده با مقدار 0 مشخص شده است. نوع مقدار دادگان nominal است. دادگان اول یک تانسور با حجم 100\*100\*7 که دارای 100 کاربر، 100 فیلم و 7 بازه زمانی است؛ برای ارزیابی استفاده گردیده. تعداد امتیازهای داده شده در این تانسور برابر 503 است که چگالی تانسور برابر 71/0 درصد می­باشد. دادگان دوم تانسوری با حجم 200\*200\*7 است که 200 کاربر برای 200 فیلم در 7 بازه زمانی امتیاز داده اند. هر بازه زمانی مربوط به یک ماه است. این دادگان دارای 1945 امتیاز داده شده که چگالی دادگان 69/0 درصد است. در صورتی که زمان را به عنوان بعد در نظر نگیریم چگالی دادگان 7 برابر می­شود و مساله را ساده­تر می توان حل کرد. اما زمان به عنوان یک بعد مستقل دقت پیش بینی را بیشتر می­کند. در حالت تجزیه ماتریس از روش SVD و برای ارزیابی و مقایسه دو روش از روش RMSE و طبق فرمول زیر استفاده شده است.

# (8)

جدول 1 برای دو داده مقایسه­ای بین روش تجزیه ماتریس با ابعاد کاربر-کالا و تانسوری با ابعاد کاربر- کالا- زمان و با ویژگی­های پنهان 1-6 به دست آمده؛ انجام شده است.

جدول 1. مقدار RMSE در دو دادگان با مقدار 1-6k= (سمت چپ دادگان 100\*100 و سمت راست دادگان 200\*200)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| MF(100\*100) | TF(100\*100\*7) | MF(200\*200) | TF(200\*200\*7) | K |
| 2/41 | 1/34 | 2/56 | 2/11 | 1 |
| 2/24 | 1/26 | 2/56 | 2/04 | 2 |
| 2/10 | 1/22 | 2/29 | 1/90 | 3 |
| 2/00 | 1/07 | 2/19 | 1/77 | 4 |
| 1/91 | 1/13 | 2/12 | 1/69 | 5 |
| 1/83 | 1/28 | 2/07 | 2/11 | 6 |

شکل 1. مقدار RMSE در تجزیه تانسور با مقادیر مختلف تعداد ویژگی پنهان در ابعاد 100\*100\*7

همان­طور که در شکل 1 است؛ مقدار RMSE برای تعداد ویژگی­های پنهان پایین کاهش می­یابد و بعد از 5k= این مقدار صعودی است و در 6 دوباره تا 14k= کاهش می­یابد. بعد از 14k= دوباره روند صعودی به خود می‏گیرد. بر اساس این نمودار می­توان 14k= را برای تجزیه بهترین مقدار دانست و کاهش اولیه تا 4k= ممکن است به خاطر مساله overfitting باشد که می­تواند درستی این گفتار مورد بررسی قرار گیرد.

شکل 2. مقدار RMSE در تجزیه تانسور با ابعاد 200\*200\*7

## 

# 5 نتیجه­گیری و کارهای آینده

تجزیه ماتریس و تانسور یکی از روش­های مورد توجه در الگوریتم­های بر اساس مدل پالایش مشارکتی قرار گرفته است. این الگوریتم­ها با توجه به خلوت بودن دادگان به نسبت سایر الگوریتم­ها معمولاً جواب بسیار بهتری را با خطای کمتر نمایش می­دهد. از سویی دیگر استفاده از زمان در سیستم­های پیشنهاد دهنده کمتر مورد توجه قرار گرفته و در شبکه­های کاربر-کاربر یا کاربر-کالا زمان به عنوان یک عامل مستقل تاکنون استفاده نشده است. ما در این مقاله زمان را به عنوان یک عامل مستقل بررسی کردیم و شبکه به صورت کاربر-کالا-زمان مورد بررسی قرار گرفت. در این روش با استفاده از تغییر ساختار الگوریتم HoSVD برای سیستم پیشنهاد دهنده و تجزیه تانسور با استفاده از روش بهینه­سازی با تجزیه الگوریتم SVD در شرایط یکسان مورد مقایسه قرار گرفته است. همان­طور که در نتایج مشخص شده استفاده از زمان به عنوان مستقل هرچند کاری پیچیده­تر است اما دارای خطای به مراتب کم­تری به نسبت عدم استفاده از آن می­باشد. برای کارهای آینده نیز پیشنهاد می­شود که از دادگانی با خاصیت کاربر-کاربر و دادگانی با حجم بزرگ­تر برای بررسی اثر زمان در کاهش خطا استفاده شود. همچنین معیاری برای تقسیم زمان به بازه­هایی که تاحد ممکن خطا را بیشتر کاهش دهد؛ نیز از جمله کارهای پیشنهادی دیگر برای پژوهش­های می­تواند باشد.
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