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دو با -اقتصادی نمودار کنترل چند متغیره خی -طراحی آماری

  های متغیرپارامتر
  

  *اصغر سیف
  انشگاه آزاد اسلامی واحد همداند گروه ریاضیات،

  
  1390 مهر 4: رسید مقاله
  1390 بهمن 6: پذیرش مقاله

 
  چکیده

 یهایی به اندازه متغیره، گرفتن  نمونههای چند برای پایش فرایند 2Tنمودار کنترل  کارگیری بههنگام  روش معمول
no  هرho های متغیرهایی با پارامترطرح کارگیری بهمطالعات اخیر نشان داده است که . باشدساعت، ازفرایند می)VP( ،

در این مقاله نمودار . شودمنجر به توان آماری بیشتری، جهت کشف تغییرات کوچک تا متوسط بردار میانگین فرایند، می
نهادی لورنزن و وانس مورد استفاده قرار مدل پیش. جهت پایش میانگین فرایند، طراحی اقتصادی شده است 2VPT ترلکن
  .کمینه خواهد شد) GA(گیرد و با استفاده از روش الگوریتم ژنتیک می

  
  .اقتصادی -های کنترل چند متغیره، طراحی آماریالگوریتم ژنتیک، زنجیر مارکوف، نمودار: کلیدی کلمات

  

  
 مقدمه 1

شود و عنوان غول صنعتی نه به کشورهایی با تولید انبوه، اری شناخته میتج یعنوان راهبردامروزه کیفیت به
حفظ  .گرددها، صنایع و خدمات رسانی اطلاق میی کیفیت در محصولبه کشورهایی با بالاترین درجه بلکه

ی حین ساخت توسط فنون آماری به نام نمودارهای  در مرحله سازی قبل از ساخت ی بهینه دستاوردهای مرحله
به منظور نشان  ،های کنترل آماری فرایند نمودار .گیرد انجام می )SPC( 1کنترل در مبحث کنترل آماری فرایند

های کیفیت مورد برسی هست یا نه،  دادن این که آیا فرایند مورد نظر دارای وضعیت پایداری در رابطه با مشخصه
شوند ماهیتاً در بسیاری از شرایط واقعی صنعتی، متغیرهایی که در فرایند کنترل می. گیرند مورد استفاده قرار می

متغیره و های مونتاژ و کل بدنه چندی خودرو، ارتباط ابعاد قطعهات مونتاژ بدنهبرای مثال، در عملی. اندمتغیرهچند
متغیره و بسیار ، بسیاری از متغیرهای فرایند، مانند دما، فشار و غلظت نیز چنددر صنایع شیمیای. اندبسیار همبسته

                                                      
  عهده دار مکاتبات *

  erfan.seif@gmail.com:آدرس الکترونیکی
1 Statistical process control 
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تری لینگ از محبوبیت بیشهت 2T-در میان نمودارهای کنترل چندمتغیره، نمودار کنترل  .]1[ همبسته هستند
و این محبوبیت سبب شده است که چندین شرکت اقدام به تولید  نرم افزارهای خاص، برای این  استبرخوردار

  .]2[ نمودار کنترل کنند
هایی به  در واقع، همواره نمونه. گیری از فرایند ثابت است نرخ نمونه ،)2FRS T(کلاسیک T 2 در نمودار کنترل

های فراوانی این نمودار گرچه دارای مزیت. شود فرایند گرفته می ، ازhoی زمانی ثابت و در فاصله no یاندازه
برای فایق آمدن بر این کاستی، تا کنون . باشد متوسط فرایند حساس نمی تا است اما نسبت به تغییرات کوچک

  .گیری متغیر اشاره کرد نمونههایی با نرخ توان به طرح نهاد شده است که میراهکارهای گوناگونی پیش
به  ]3-5[را  متغیرهتکگیری و حدود کنترل تطبیقی در حالت ی نمونهی نمونه، فاصلهی اندازهآپاریسی ایده
ی ی نمونهاصلاح شده به ترتیب، با خصوصیات اندازهT 2متغیره گسترش داد و سه نوع نمودارحالت چند

با ، ]8-6[ (VSSI)گیری متغیری نمونهی نمونه و فاصلهو اندازه (VSI)گیری متغیری نمونه، فاصله(VSS)متغیر
بهبود زیادی در مقدار  2T VSIنتایج مطالعه نشان داد که نمودار . مطرح کردرا  Σو  0µ فرض معلوم بودن

 2T VSSIکه نمودارهای د، در حالیکنبرای تغییرات متوسط فرایند فراهم می (ATS)متوسط زمان هشدار 
] 10[ ، فراز و مقدم]9[ و پارسیان در این ارتباط، فراز. موقع تغییرات جزئی فرایند دارند پیشرفت زیادی در اعلام به

منظور بهبود توان نمودار  گیری متغیر بهبا نرخ نمونهT 2 ، به طراحی نمودارهای کنترل]11[ و فراز و همکاران
معلوم هستند را مورد مطالعه قرار دادند و نا Σو  0µحالتی که  ،]12[ چن و چیو. کلاسیک پرداختندT 2 کنترل

گیری و ی نمونهی نمونه، فاصلـهدهد اندازهاجازه می، که با پارامترهای متغیر 2Tکار آپاریسی را برای نمودارهای 
های عددی نشان داد که برای مقایسه. ، گسترش دادند)2T VP( حدود کنترل به طور همزمان قابل تغییر باشـد

 ATSکند، گر چه مقادیر فراهم می VSSIبهتری از نمودار  ATS، مقادیر 2T VPتغییرات جزئی فرایند، نمودار 
  . یکسان بود برای تغییرات متوسط فرایند تقریباً

در واقع . اندگیری متغیر تنها از دیدگاه آماری طراحی شـده با نرخ نمونه 2T در مطـالعات فوق، نمودارهای کنترل
، مد نظر قرار (ARL)و متوسط طول اجرا IIو  Iهای آماری مانند خطاهای نوع  در این نوع طراحی، خاصیت

به همین منظور . است که طراحی یک نمودار کنترل عواقب اقتصادی متعددی به همراه دارداین در حالی. گیرد می
برای اولین بار کلات و . رسید که نمودارهای کنترل با دیدگاه اقتصادی طراحی شوندمنطقی به نظر می

طراحی اقتصادی  نشان داد، ،]14[ تیلور. پرداختند 2FRSTبه طراحی اقتصادی نمودار کنترل  ،]13[ مونتگومری
 ، چندر این ارتباط. کنند، از بعد اقتصادی بهینه نیستند گیری ثابت استفاده می نمودارهای کنترل که از نرخ نمونه

پرداختند که نتایج بیانگر بهبودهای قابل  2VSI Tبه طراحی اقتصادی نمودار کنترل   ،]16[ همکاران چو وو  ،]15[
ها، گونه طرحمنتقد طراحی اقتصادی نشان داد که اینعنوان به، ]17[ وودال. قتصادی بودای از دیدگاه ا ملاحظه

که احتمال خطای نوع اول در دهند به طوریای افزایش می طور قابل ملاحظهخطای نوع اول نمودار کنترل را به
  . های آماری نمودارهای کنترل خواهد شدتر از طرحهای اقتصادی بیشطرح
. های آماری و اقتصادی هریک به طور جداگانه نقاط قوت و ضعف منحصر به خود را دارندطرحاین بنابر
کنند که دارای توان بالا و نرخ خطای نوع اول پایین برای کشف یک  های آماری نمودارهایی را ایجاد می طرح
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های اقتصادی تحمیل سبت به طرحتری را نی بیشها هزینهباشند، از طرفی این طرح ها می تغییر خاص در فرایند
گیرند و از خواص آماری نمودارهای کنترل های اقتصادی فقط هزینه را در نظر میاز سوی دیگر، طرح. کنندمی

به این دلیل طراحی جدیدی برای نمودارهای کنترل احساس شد که علاوه بر خواص آماری . مانند غافل می
اقتصادی نمودارهای کنترل  -، طراحی آماری]18[ در این ارتباط، سانیگا. های اقتصادی را نیز در نظر بگیرد جنبه

های آماری و  های آماری و اقتصادی را با در نظر گرفتن همزمان جنبهاین طراحی معایب طرح. را معرفی کرد
سازی غیرخطی عمل کرده و هدف را اقتصادی از طریق یک بهینه -های آماریطرح .اقتصادی بر طرف نمود

، توان Iنوع  یبر نرخ خطاهای آماری محدودیت تحمیلبا  ،ی کل در هر واحد زماننیمم کردن متوسط هزینهیم
راستا بوده و همزمان با با اهداف کنترل آماری کیفیت هم اقتصادی کاملاً -های آماریطرح. دهدقرار می، ATSو 

با  ]19[ ترابیان و همکاران. نماید وان بالا کنترل میرا در سطح مطلوبی از خطا و ت ها، کیفیت محصول کاهش هزینه
ی را ارائه کردند که نتایج نشان دهنده 2VP Tاقتصادی نمودار  -طراحی آماری مدل کوستا و رحیم، کارگیری به

 سیف و همکاران. ای در توان نمودار کنترل در کشف تغییرات کوچک تا متوسط فرایند بودقابل ملاحظهبهبود 
این طراحی بهبودی نسبی نسبت به . پرداختندVSSCT 2نمودار کنترل  اقتصادی -آماری طراحی به نیز، ]20[

اریب و  ،FRSهای مذکور و ی بین طرحهای فوق، مقایسهدر تمامی پژوهش. را نشان داد 2VSST طراحی
هزینه مورد انتظار در هر ساعت در حالت تحت کنترل برای دو  ها،چراکه، در این طراحی .است بودهعادلانه نا

 اقتصادی نمودار-نااریب آماری های صورت گرفته جهت طراحیعلیرغم کوشش .نشده استطرح یکسان فرض 
2VSSCT ]21[2در خصوص نمودار کنترل  اقتصادی-آماری گونه طراحی نااریب، تا کنون هیچVPT  در ادبیات

در  .متمرکز خواهد بود طراحی این نمودار بخصوص،به همین منظور این پژوهش بر . استموضوع مشاهده نشده 
های سوم و چهارم بخش. با استفاده از زنجیر مارکوف خواهیم پرداخت 2VPTبخش دوم به تشریح نمودار کنترل 

های پنجم و ششم نیز به بخش. سازی این مدل با استفاده از الگوریتم ژنتیک اختصاص داردبه مدل هزینه و بهینه
طور مختصر ه پردازد و بلاخره آخرین بخش بها با ارایه یک مثال صنعتی میبا سایر طرحVPT 2 مقایسه طرح

  .نتایج این مقاله را معرفی خواهد کرد ترین مهم
  
  با رویکرد مارکوفی 2VPT کنترل نمودار 2

p 2 از نمودار کنترلی کیفیت همبسته را در نظر بگیرید که با استفاده مشخصهT قرار است پایش شوند .
متغیره با بردار میانگین تحت کنترل ی کیفیت، نرمال چندمشخصه pفرض بر این است که توزیع احتمال 

p( ,..., )µ µ µ′ =
1

iضبا فر .باشدمی ∑کوواریانس  – و ماتریس واریانس  i iT n(x ) (x )µ µ−′= − ∑ −2 1 ،
iTچه چنان k≥2 در صورت معلـوم بودن پارامترهـای فرایند . دهدشود، نمودار هشدار می),( ∑µ،

iT ~ (p)χ2 kاین خواهد بود و بنابر2 (p)αχ −= 2
αχ(p)که ، به طوریباشدمـی 1 −

2
  ، چندک مرتبه 1

)α−1( دو با -ام توزیع خیp توان نمودار کنترل چند به همین دلیل این نمودار کنترل را می .درجه آزادی است
ی و فاصله ی نـمونهبه ترتیب حـداقل و حداکـثر اندازه h2،h1و n2،n1فرض کنیـد  .دو نامید-متغیره خی

بستگی مربوط به نمونه قبلی در نمودار کنترل  یبه موقعیت نقطه h2،h1و n2،n1باشند  انتخاب  گیرینمونه
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i)ی قبلی ی نمونهچه نقطهچنان. دارد  ،گیریی نمونهی نمونه و فاصلهناحیه امن واقع شده باشد، اندازه در 1−(
i)ی قبلی ی نمونهگر نقطها. خواهد بود h1و n1، یه ترتیب برابر با i)(گیری فعلیبرای نمونه در ناحیه  ،1−(

 h2 وn2گیری برابر با در فرایند نمونه ،i)(فعلی گیریی نمونهو فاصله ی نمونههشدار قرار گرفته باشد، اندازه
یک فرایند عنوان بهی قبلی در ناحیه واکنش قرار گرفته باشد، فرایند ی نمونهچه نقطهسرانجام چنان. خواهد بود

هشدار و  خطعنوان به w نواحی امن، هشدار و واکنش با استفاده از. خارج از کنترل تلقی خواهد شد
j j jk c(m,n ,p)F (p, v )α−= ]توجه کنید که ناحیه . حدود کنترل مشخص خواهند شدعنوان به 1 ],w  ناحیه

),(امن، ناحیه  jkw  ناحیه هشدار و ناحیه[ )∞,jk چه نقطه نمونه شایان ذکر است چنان. ناحیه واکنش است
n) یعنی ای حداقلینمونهطرح از  ،قبلی ,h )1 jحاصل شده باشد،  1 jو در غیر اینصورت  1= = . خواهد بود 2

wفرض بر این است که w>1 2، k k k> >1 2،n n n< <1 hو  2 h h< <2 1.  
هـای مختلـف، معیـار    های کنترل با اسـتراتژی ترین معیار مورد استفاده برای مقایسه طرحادبیات موضوع مرسومدر 

AATS )باشدمی) متوسط زمان تعدیل شده تا بروز هشدار: 

  
AATS) متوسط زمان تحت کنترل(   )1( ATC= −  

  
برابر با متوسط زمان بروز اولین هشدار بعد از تغییر در میانگین فرایند از ) متوسط زمان چرخه( ATCبه قسمی که 

 λچه زمان وقوع یک انحراف با دلیل متغیر تصادفی با توزیـع نمـایی بـا پـارامتر     چنان. باشدزمان شروع فرایند می

ماند برابر بازمانی که فرایند تحت کنترل باقی می متوسط گاهآنباشد 
λ
های مفید برای یکی از روش. خواهد بود 1

هـای مـورد   بـرای توضـیح بیشـتر در ارتبـاط بـا روش     . مارکوف است هایزنجیر مفاهیم استفاده از ATCمحاسبه 
  .دهیمارجاع می ،[22] را به سینلار استفاده در این قسمت، خواننده

های زیـر ممکـن اسـت رخ دهـد     شود، یکی از حالتگیری میهر بار که از فرایند نمونه VPگیریدر طرح نمونه
( j , )=1 2:  

T: 1حالت  w≤ d)و فرایند تحت کنترل است  2≥ )=.  
jw: 2حالت  T k≤ d)و فرایند تحت کنترل است  2≥ )=.  
jT: 3حالت  k≥2  هشدار غلط، (و فرایند تحت کنترل استd ≠.(  
T: 4حالت  w≤ d(و فرایند خارج از کنترل است   2≥ ≠.(  
jw: 5حالت  T k≤ d(و فرایند خارج از کنترل است  2> ≠.(  

  
jTکه زمانی k≥2 واضح است . داردباشد، نمودار کنترل هشداری را مبنی بر خارج کنترل بودن فـرایند اعلام می
چه فرایند خارج از کنتـرل  و چنان) 3حالت (شد این هشدار یک زنگ خطر اشتباهیچه فرایند تحت کنترل باچنان
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ت جـاذب در زنجیرهـای   تـوان حال ـ را مـی  6بنـابر ایـن حالـت    . باشد، هشدار اعلام شده یک هشدار صحیح اسـت 
  :های گذرای فوق، ماتریس احتمال انتقال به قرار زیر استبرای یک زنجیر مارکوف با حالت. مارکوف نامید

  
p p p p p p
p p p p p p
p p p p p p

P
p p p
p p p

 
 
 
 

=  
 
 
  
 

11 12 13 14 15 16

21 22 23 24 25 26

31 32 33 34 35 36

44 45 46

54 55 56

1

  

  
  بـا توجـه بـه توزیـع    . اسـت  jبه حالـت فعلـی    iبیانگر احتمال شرطی تغییر وضعیت از حالت قبلی  ijpکه در آن 

iT2 ،iF(x,p, )η    غیرمرکـزی بـا    دو-خـی نشان دهنده تابع توزیع تجمعـی توزیـعp   درجـه آزادی و پـارامتر
iغیرمرکزی  in dη =   :کهطوریاست، به 2

  
)2(   d ( ) ( )µ µ µ µ−′= − ∑ −1

1 1  
  

hp a e λ−=11 1 1  hp (b a )e λ−= −12 1 1 1  hp ( b )e λ−= −13 1 11  
hp a ( e )λ−′= −14 1 1  hp (b a )( e )λ−′ ′= − −15 1 1 11  hp ( b )( e )λ−′= − −16 1 11 1  

hp p a e λ−= = 2
21 31 2  hp p (b a )e λ−= = − 2

22 32 2 2  hp p ( b )e λ−= = − 2
33 23 21  

hp p a ( e )λ−′= = − 2
24 34 2 1  hp p (b a )( e )λ−′ ′= = − − 2

25 35 2 2 1  hp p ( b )( e )λ−′= = − − 2
26 36 21 1  

p a′=44 1  p b a′ ′= −45 1 1  p b′= −46 11  
p a′=54 2  p b a′ ′= −55 2 2  p b′= −56 21  

i)کهقسمیبه , )=1 2:  
i i ia F(w,p, , n d )η′ = = 2 i ؛     i i ib F(k ,p,, n d )η′ = = 2  

i ia F(w, p, , )η= = i؛                 i ib F(k ,p, , )η= =   
        

  :ف داریموبا توجه به مفاهیم زنجیر مارک 
  

)3(   ATC b (I Q) h−′= − 1  
  

hبه قسمی که  (h , h , h , h , h )′ = 1 2 2 1 5×یـک مـاتریس    Qگیـری،  ی نمونهبردار فاصله 2 بـا حـذف سـطر و     5
bو  5ماتریس واحـد از مرتبـه    P ،Iستون حالت جاذب ماتریس احتمال انتقال  (p , p , p , p , p )′ = 1 2 3 4 بـردار   5
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iاحتمال آغازین با شرط 
i

p
=

=∑
5

1
از تحـت کنتـرل    جا که در آغاز هر فرایندی مهندس کیفیتاز آن. خواهد بود 1

شـود کـه   تر بر فرایند فرض مـی گیرانهکند، لذا به منزله اعمال کنترل بیشتر و سختبودن فرایند اطمینان حاصل می
bبه عبارت دیگر. کندفرایند از حالت دوم شروع به فعالیت می ( , , , , )′ = 1   .شود، فرض می 

  
  مدل هزینه 3
   هاپذیره3-1

  :گیریمی زیر را در نظر میهاپذیره VP  T2هزینه برای نمودار کنترل برای بناسازی مدل
1- p متغیره با بردار میانگین ی کیفیت دارای توزیع نرمال چندمشخصهµ  کوواریـانس   –و ماتریس واریـانس

  .است ∑
µµ،در حالت تحت کنترل  -2   .شودفرض می =
بـه تغییـر یـا    این انحـراف بـا دلیـل منجـر    . گیریمفقط یک  انحراف با دلیل در تغییر میانگین فرایند در نظر می -3

ی ی ایجـاد شـده در اثـر ایـن انتقـال را فاصـله      فاصـله . خواهـد شـد   µ1بـه  µاز  µ)(انتقال میانگین فراینـد 
  .گیریمماهالانوبیس در نظر می

  .کوواریانس فرایند همواره ثابت است –شود ماتریس واریانس فرض می -4
  .شود فرایند تحت کنترل استقبل از وقوع تغییر یا انتقال در میانگین فرایند، فرض می -5
چـه  به عبارتی دیگر چنـان . است) در واحد زمان( λیک فرایند پواسن با نرخ  وقوع رخداد انحرافات با دلیل -6

ماند، متغیر تصادفی بـا توزیـع   فرایند از حالت تحت کنترل شروع کند، مدت زمانی که تحت کنترل باقی می

نمایی با میانگین 
λ
  .است 1

چه فرایند از حالت تحت کنترل بـه حالـت خـارج از کنتـرل     به عبارتی دیگر چنان. فرایند خود اصلاح نیست -7
  .انتقال یابد، فقط در صورت دخالت یک عامل انسانی مجدداً به حالت تحت کنترل بازخواهد گشت

ادامـه  ) بعـد از اعـلام یـک هشـدار    (گردد و تا تعمیر فرایند ی کیفیت در حالت تحت کنترل شروع میچرخه -8
 .ی کیفیت یک فرایند تجدید پاداش استشود چرخهفرض می. یابدمی

  
  هزینهتابع  3-2

ی تولید در شرایط تحت کنترل و خارج از کنترل، هزینه: گیردی مختلف را در نظر میهزینه این مدل، سه
اقتصادی روش رایج در طراحی . ی بروز هشدارهای غلط و اصلاح و تعمیر فرایندگیری و هزینهی نمونههزینه

ی مورد منظور باید هزینهبه همین. ی مورد انتظار در هر واحد زمان استسازی هزینهنیممنمودارهای کنترل می
در این . نیمم کردی حاصله را مینتیجه انتظار را در یک چرخه، بر زمان مورد انتظار چرخه تقسیم کرد و سپس

شود و زمان وقوع یک انحراف بادلیل متغیری شروع می مدل فرض بر این است که فرایند در حالت تحت کنترل
λتصادفی با توزیع نمایی و میانگین

خروج فرایند از حالت تحت کنترل به معنی تغییر میانگین فرایند و . است 1
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حالت اصلی یا  تصحیح فرایند به معنی بازگشت به. کوواریانس است -در عین حال ثابت ماندن ماتریس واریانس
  :ی مورد انتظار در هر ساعت برابر خواهد بود بابنابر فرایند تجدید پاداش هزینه. تحت کنترل خواهد بود

  

)4(    E(C)E(A)
E(T)

=  
  :کهقسمیبه
  

CE(C) C [AATS nE T T ] a ANF a

(a a n )(nE T T )        (a ANS a ANI)
h

γ γ
λ

γ γ

′= + + + + + +

+ + +
+ + +

1 1 1 2 2 3 3

1 2 2 1 1 2 2
1 2

  

 

E [T ] ( )T A N F A A T S n E T T

         A T C ( )T A N F n E T T

γ
λ

γ

= + − + + + +

= + − + + +

1 1 2

1 1 2

1 1

1
 

  
  :کهطوریبه
• AATS،  بروز هشدار بعد از تغییردر میانگین فرایند خواهد بودمتوسط زمان تعدیل شده تا.  
• ANF  ،متوسط تعداد هشدارهای غلط است که با توجه به خواص زنجیرهای مارکوف برابر خواهد بود با:  

−′= −b (I Q) f1ANF  
)که قسمیبه , , , , )′ =f 1  

در نظر  Eثابت تناسب را (ی نمونه باشداندازهفرض کنید زمان لازم برای تفسیر نمونه متناسب با  •
 nکهطوریخواهد بود، به Enصورت زمان صرف شـده برای تفسیر نمونه برابر با در این). گیریم می

 : ی نمونه بعد از بروز یک هشدار خارج از کنترل است و برابر خواهد بود بامتوسط اندازه

  
( ) ( )+ + + +1 16 46 2 26 36 56n p p n p p p  

• T : متوسط زمان صرف شده برای تحقیق برای یک هشدار اشتباه 

• 1T :  زمان مورد انتظار برای کشف انحراف بادلیل 

• 2T : زمان مورد انتظار برای اصلاح انحراف بادلیل 

γتولید طی جستجو ادامه پیدا کنداگر  • =1 γو در  غیر این صورت  1 =1. 

• γ صورت برابر با اینچه فرایند طی تصحیح و تعمیر متوقف شود و در غیر برابر با صفر است چنان: 2
 .یک خواهد بود

• C :های نامنطبق مادامی که فرایند تحت کنترل ی تولید محصولهزینه  
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• 1C :های نامنطبق مادامی که فرایند خارج از کنترل ی تولید محصولهزینه 

• ′3a  :ی بررسی هشدارهای اشتباههزینه  
• 3a  :تعیین محل و تعمیر و اصلاح انحرافات بادلیلی هزینه 

• ,1 2a a :گیریهای ثابت و متغیر نمونههزینه 

ANIچهچنان • , ANS ی ی اخذ شده طی یـک چرخـهبیانگر متوسط تعداد اقلام بازرسی شده و نمونه
 :کیفیت باشد خواهیم داشت

   
)5  (  −′= −b (I Q) n1ANI  
  
)6   (  −′= −b (I Q) 11ANS  
  
)که،قسمیبه , , , , )′ =n 1 2 2 1 2n n n n nو( , , , , )′ =1 1 1 1 1 1. 

  
 
 T2VP  اقتصادی نمودار کنترل  -الگوریتم ژنتیک و طراحی آماری 4

، هدف یافتن مقادیر پارامترهای نمودار کنترل T2VP نمودار اقتصادی-آماری در طراحی
( , , , , , , )1 2 1 2 1 2k k w n n h h نیمم شود، می)4(معادلهباشد، به قسمی که می.  

)در چنین وضعیتی پارامترهای فرایند  ), , , , , , , ,λ γ γ1 2 1 2p d T T T E و پارامترهای هزینه
( , , , , , )′1 1 2 3 3C C a a a a های نمونهاندازه. شوندمعلوم فرض می),( 21 nn با فرض≤ <1 21 n n مقادیری گسسته ،

با در نظر گرفتن شرایط واقعی در یک فرایند . کنندپارامترهای نمودار همواره مقادیری پیوسته اختیار می و دیگر
)شود گرفته میساعت در نظر  8گیری ی نمونهتولید، حداکثر مقدار فاصله )≤ 8h .سازی بهینه یبنابراین مسأله

  :بودبه صورت زیر خواهد
  

)7(  

Min ( )
s.t.    /
         

         

2 1

2 1

2 1

0 1 8

+

≤ ≤ ≤ ≤

≤ ≤ ≤ ≤

≤ ≤ ∈

E L
h h h
w k k k

n n n Z

  

         
ANFANFی مدل فوق، قیدهای آماری نظیر توان در حل بهینهمی اقتصادی -آماریبرای دستیابی به طرح   ≤ 

≥یا  1AATS AATS به وضوح قید . را اضافه نمودANFANF بـرای غلبـه بـر زنـگ خطرهـای اشـتباهی        ≥
≥نمودارهای اقتصادی و قید  1AATS AATS شودبه منظور تسریع در کشف تغییرات فرایند در نظر گرفته می .  
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رو حـل ایـن   از آن. تصمیم گسسته و پیوسته و فضای پاسخ نامحدب اسـت سازی فوق، دارای متغیرهای بهینه مساله
ی فـرا  الگـوریتم ژنتیـک یـک روش جسـتجو    . باشـد کاوی کلاسیک مقدور نمیهای بهینهمدل با استفاده از روش

 هـای از آن زمان تا کنون این الگوریتم نسبت به سایر الگوریتم. معرفی گردید، ]23[ ابتکاری است که توسط هلند
الگوریتم ژنتیک برای بهینه سازی تابع هدف نیازی به تجزیـه  . فرا ابتکاری دیگر بیشتر مورد توجه قرار گرفته است

نـه سـازی بـه طـور وسـیعی اسـتفاده       هـای بهی و تحلیل ریاضی و پیچیده تابع موردنظر نـدارد و در بسـیاری از زمینـه   
در . دستیابی به یک بهینه عمومی و نه محلی، بدون بغرنج کردن فضای جواب اسـت  GAدر واقع هدف . شود می

در یک فرایند موازی شروع به تولید نسل جدیـد  ) جمعیت(های شدنی کوچک این روش از یک مجموعه جواب
را  این فرایند تکراری برگرفته از مباحث ژنتیکی تکامل موجودات است و نسـل جدیـد  . نمایدیا جمعیت جدید می

توان های الگوریتم ژنتیک میاز جمله ویژگی. کندهمانند فرایند بقا به طور کاملاً تصادفی از نسل حاضر تولید می
 :به موارد زیر اشاره کرد

  
  .گیرندبه صورت موازی مورد جستجو قرار می) به جای یک نقطه(در الگوریتم ژنتیک، جمعیتی از نقاط  -1
  .شوداستفاده می) به جای قواعد انتقال قطعی(قال احتمالی در الگوریتم ژنتیک از قواعد انت -2
 مسـاله در الگوریتم ژنتیک نیازی به اطلاع درباره مشتق پذیری تابع هدف نیست و تنها کافی اسـت کـه بـرای     -3

  .موردنظر یک تابع برازش تعریف شود
  .چند هدفه بکار رود مسایلتواند برای به راحتی می -4
  .استهای نویزی مفید برای محیط -5
دهی به الگوریتم و بهبـود کیفیـت جـواب وجـود دارد و بـه محـض افـزایش        های متعددی برای سرعتروش -6

  .ها استفاده نمودتوان از  این روشمی مسالهآگاهی از دامنه 
  .دهد و نه فقط یک جواب بهینهلیستی از متغیرهای بهینه ارائه می -7

هـای کلاسـیک   ی کـه روش مسـایل در  GAامـا عملکـرد   . ای نیسـت مسـاله بهترین روش برای حـل هـر    GAالبته 
 انـد عبارتپارامترهای کلیدی الگوریتم ژنتیک . گذاردباشند، عملکرد خوبی را به نمایش میسازی ناتوان می بهینه
  :از

  جمعیت 
GA هـر جمعیـت دارای   . کنـد بـه کـار مـی   نام جمعیت اولیه شروع های اولیه شدنی بهبا تعدادی از جوابpopN 

هرچـه ایـن   . شـوند مـورد بررسـی تولیـد مـی     مسـاله باشد که به طور کاملاً تصادفی از فضای جواب کروموزوم می
  .گیردسخ مورد بررسی قرار مـیی بزرگتری از فضای پاکمیت مقدار بزرگتری باشد، در هر نسل محدوده
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  1انتخاب 
هـای  روش. شـوند والد برای نسـل کشی انتـخاب مـی عنوان بهدر این مرحله براسـاس روشی خاص دو کروموزوم 

هـای   روش ،3و روش انتخـابی تورنامنـت   2چـرخ رولـت  . هـای متفـاوت خواهنـد شـد    انتخاب متفاوت منجر به نسل
هـا محاسـبه   های هر نسل، مقـدار تـابع هزینـه آن   کروموزوممعمولاً برای . باشندمی GAانتخاب استانداردی برای 

شـوند  های هر نسل برای عمل جفت گیری انتخاب میبهترین گاهآن. شوندشود و به ترتیب صعودی مرتب میمی
ایی کـه در هـر نسـل    ه ـتعـداد کرومـوزوم  . است popNکسری از  rateXنرخ انتخاب، . گردندو مابقی حذف می

popratekeepشوند برابر است بـا  نگهداری می N.XX کرومـوزوم ارشـد و    keepXدر واقـع هـر نسـل شـامل     . =
keeppop XN   . اندآمده دست بهگیری از والدین فرزند است که با عمل جفت −

هـای بهتـر شـانس انتخـاب بیشـتری      روش کرومـوزوم انتخاب براساس چرخ رولت بدین صورت است که در ایـن  
در روش تورنامنـت ابتـدا   . دارند و شانس انتخاب کروموزوم متناسـب بـا میـزان برازنـدگی آن کرومـوزوم  اسـت      

هـا بهتـرین کرومـوزوم بـه جمعیـت بعـدی کپـی        شـود و در بـین آن  کروموزوم اجرا می 3یا  2ای با معمولاً مسابقه
  .گرددی جمعیت تکرار میزهاین عمل به اندا. شود می

  4تلاقی 
پـدر و مـادر انتخـاب    عنـوان  بـه عملگر تلاقی استاندارد برای تولید نسل جدید، بدین صورت اسـت کـه دو والـده    

keeppopوالدین در مجموع باید . گیری دو فرزند استشوند و حاصل جفت می XN فرزنـد را تولیـد کننـد تـا      −
  . نسل جدید تکمیل گردد

  5جهش
گیرد تا تنـوع  برای آن که الگوریتم ژنتیک سریعاً به یک مقدار بهینه محلی همگرا نشود عملگر جهش صورت می

جـا عـددی تصـادفی از توزیـع      در ایـن . بررسی و آزادی عمل الگوریتم در بررسی نقاط فضای جواب افزایش یابد
عـددی تصـادفی از توزیـع نرمـال بـا       GAان اغلـب کـاربر  . شودخاصی به مقدار ژن کروموزوم انتخابی اضافه می

البته معمـولاً  . در این روش باید برای واریانس توزیع نرمال مقداری انتخاب شود. کنندمیانگین صفر را انتخاب می
  . های هر نسل نباشندشوند که جزء بهترین کروموزومهایی برای عمل جهش انتخاب میکروموزوم

  6نخبگی 
لـذا لازم اسـت   . ها از دست برونـد شود ممکن است بهترین کروموزومنی که از اپراتورهای ژنتیکی استفاده میزما

در واقـع، نخبگـی   . که به منظور حفظ بهترین اطلاعات هر نسل، نخبگان هر نسل مستقیماً به نسل بعدی انتقال یابنـد 
مکـانیزم فـوق الگـوریتم    . سل در نسـل جدیـد  های هر نروشی است برای نگهداری یک کپی از بهترین کروموزوم

به تجربه ثابت شده است که ایـن  . ها را در هر نسل نگه داردسازد تا همواره تعدادی از بهترینژنتیک را مجبور می

                                                      
1 Selection Strategy 
2 Roulette 
3 Tournament 
4 Mating 
5 Mutation 
6 Elitism 
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این عملگـر توسـط   . نمایدالگوریتم ژنتیک را بهبود داده و در ضمن زمان همگرایی را کوتاه می عملکرد مکانیزم،
شـوند نیـز خـود    هایی که طبق این قاعده به نسل بعـدی کپـی مـی   تعداد کروموزوم. معرفی گردید، ]24[ گلدبرگ

که عملگر تلاقی و جهـش صـورت پـذیرفت، میـزان تـابع مطلوبیـت بـرای هـر         بعد از آن .بحث برانگیز بوده است
شـوند، معیـار توقـف    یها انتخـاب م ـ شوند و مجدداً بهترینبندی میها رتبهکروموزوم. شودکروموزوم محاسبه می

  .یابدشود و مجدداً این حلقه تا رسیدن به جواب بهینه ادامه میبررسی می
 

  FRSو VPهایای نااریب و عادلانه بین طرحمقایسه 5
ی مورد انتظار در هر سـاعت در  بایست هزینه، میFRSو VPهایبرای انجام یک مقایسه عادلانه بین طرح
چه دو طرح مذکور زمان تحت کنترل یکسانی داشـته باشـند،   چنان. حالت تحت کنترل برای دو طرح یکسان باشد

ایـن   در. ی تحـت کنتـرل یکسـانی داشـته باشـند     این دو طرح قابل مقایسه خواهند بود، اگر و تنها اگر هزینـه دوره 
ی تعـداد نمونـه و فاصـله   (گیـری  صورت دو طرح یاد شده باید مادامی که فرایند تحت کنترل است، نسـبت نمونـه  

به صـورت   ANSدر حالت تحت کنترل،  VPدر طرح . یکسانی داشته باشند Iو میزان خطای نوع ) گیرینمونه
  .شودمحاسبه می زیر

  
)8 (  ( ) ( , , , , )−′ ′= −Q 1 11100IANS b I )ANS در حالت تحت کنترل(  

  
),,(با در نظر گرفتن مجموعه پارامترهای  hnk برای طرحFRS در حالت تحت کنترل خواهیم داشت:  

  

)9(   λ−=
−
1

1I hANS
e

 )ANS در حالت تحت کنترل(  
  

و  VPهـای در حالت تحت کنترل در طرح ANS، یعنی برقراری میزان )8(و ) 9(حال با تساوی قرار دادن روابط 
FRS توان مقدار میw  را در طرحVP کردعین ت:  

  

)10 (  exp( ) exp( )( , , )
exp( )(exp( ) exp( ))

λ λ
λ λ λ

− − − −
=

− − − −
1 2

2 1

h hw F p
h h h

  

  
در  FRSبرای طرح. در حالت تحت کنترل دراین دو طرح با یکدیگر برابر باشد ANIبایست میزان از طرفی می

  :حالت تحت کنترل خواهیم داشت
  

)11(  λ−=
−1I h

nANI
e

 )ANI در حالت تحت کنترل(  
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  .شودبه صورت زیر محاسبه می ANIدر حالت تحت کنترل،  VPدر طرح
  

)12 (  ( ) ( , , , , )−′ ′= −Q 1
1 2 2IANI b I n n n )ANI در حالت تحت کنترل(  

  
 :خواهیم داشت، )12(و ) 11( هایاز برابری رابطه

  

)13(
( exp( ) ( , . )(exp( ) exp( )) ( , . )exp( )( exp( )))

( exp( ))( ( , , )exp( ))
λ λ λ λ λ

λ λ
− − + − − − − − − −

=
− − − −

2 2 1 1 2
2

1

1 1
1 1

n h F w p h h n F w p h hn
h F w p h

  
 

در طرح ANFمقدار. ها خواهد شدبر حسب سایر پارامتر 2kیدر این دو طرح منجر به محاسبهANFتساوی 
FRSبرابر است با: 

)14(  
( ( , , ))

λ

λ

−

−= −
−

1 1
h

I h

eANF F k p
e

 )ANF در حالت تحت کنترل(  

  :نیز داریم  VPدر طرح

)15(  ( ) ( , , , , )−′ ′= −Q 1 1IANF b I )ANF در حالت تحت کنترل(  
  :خواهیم داشت، )14(و ) 13( هایاز برابری رابطه

)16( 
( , . ) ( , , )exp( )exp( )( exp( )) ( ( , . ))( exp( ) ( , . )(exp( ) exp( ))

exp( )( exp( )( ( , , )exp( ) )
λ λ λ λ λ λ

λ λ λ
− − − − + − − − + − − −

=
− − − − −

1 1 2 2 2
2

2 1

1 1 1
1 1

F k p F w p h h h F k p h F w p h hk
h h F w p h

  

).شودتعریف می FRSبراین برای پارامترهای هزینه و فرایند از قبل تعیین شده، نخست طرح بهینه بنا , , )n k h 
)متعاقباً با توجه به  , , , )1 1 1 2k n h hپارامترهای ،, 2w k  , 2nتعیین  )16(و )13(، )10(های اده از معادلهفرا با است

)در نهایت پارامترهای . کنیممی , , , )1 1 1 2k n h h را) 7(یابیم که معادله را به قسمی میmin این روش ما را . کند
که فرایند تحت کند که مقایسه صورت گرفته بین دو طرح نااریب و معنادار است، چرا که مادامی مطمئن می

  .های یکسانی برای دو طرح مذکور در نظر گرفته شده استکنترل است، هزینه
   

  های کاربردیکاربرد صنعتی و ملاحظه 6
گری شرکت جنرال مدل اقتصادی لورنزن و وانس برای فرایند ریخته برآورد پارامترهای، بیانگر )1( جدول

گری، مهندس کنترل کیفیت به منزله اعمال کنترل شدید بر روی فرایند ریخته. ایالات متحده آمریکا است موتور
با توجه به مشکلات اجرایی این طرح، شایسته است . را دارد 2VP T اقتصادی-قصد استفاده از یک طرح آماری

 ولاجد. شود پرداخته FRSوVSS،VSI ،VSSC، VSIC هایهای اقتصادی طرح مذکور با طرحبه مقایسه مزیت
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 FRSوVSS،VSI ،VSSC، VSIC های بین پارامترهای بهینه و مقدار زیان نمـودارهـای کنترل، مقایسـه)2(-)7(
  . دهدگری نشان مـیرا با مدل اقتصـادی لورنزن و وانس در این فرایند ریخته

با پارامترهای بهین  2VPT اقتصادی  -، مهندس کنترل کیفیت از یک طرح آماریعنوان مثال فرض کنیدبه
k /=2 8 25،k /=1 28 62،w /=0 87،n =1 1،n =2 22،h /=2 1 24،h /=1 1 با توجه به . جویدسود 88

واحد در میانگین فرایند را در مدت زمان  5/0ی سازد که تغییری به اندازهطرح وی را قادر می، این )3( جدول
 88/355متوسط هزینه بر ساعت چنین طرحی معادل . بعد از وقوع آن شناسایی نماید ) دقیقه 167(ساعت  77/2

را  2FRS T ین فرایند طرحچه مهندس کیفیت برای اپیداست، چنان) 2( از جدول گونه کهحال همان. دلار است
 ،VSS،VSI ،VSSC هایدلار و در صورت انتخاب طرح 81/412ی چنین طرحی برابر با برگزیند، متوسط هزینه

VSIC دلار خواهد بود که این موضوع  02/375، 67/356،  72/375، 93/359برابر با  به ترتیب متوسط هزینه
 و 2VP Tای میان دو طرح اقتصادیبا مقایسه. باشدمی مذکور هاینسبت به طرح 2VP T بیانگر موفقیت طرح

2FRS T  0=/برای شناسایی 5d 2 اقتصادی– شود که طرح آماریملاحظه میVP T  منجر به بهبود هزینه
روز کاری در ماه،  20ساعت کاری در روز و  8حال با در نظر گرفتن . گردددلاربر ساعت می 93/56انتظاری 

عاید  2FRS Tدلار را نسبت به طرح اقتصادی  109306منفعت اقتصادی سالانه در حدود  2VP Tطرح اقتصادی 
ی در صورت اعمال طراح. این سود تنها از یک فرایند عاید سازمان گردیده است. نمایدشرکت جنرال موتور می

 ان کاربر نمود که بدون اعمال هیچتوان سودهای کلانی را متوجه سازماقتصادی بر کلیه فرایندها می  -آماری
  .گرددگونه هزینه اضافی و تنها با تغییر پارامترهای نمودارهای کنترل حاصل می

  
 هجنتی 7

نتایج . ارائه گردید 2VPT نمودار کنترل چند متغیرهادی ـاقتص -آماری نااریب طراحیدر این مقاله، 
نسبت به  در کشف تغییرات کوچک تا متوسط، پیشنهادیعددی حاکی از آن است که طرح کنترل  های ـهمقایس
 های کنترلکه نمودارحالی استاین در . عملکرد بهتری دارد FRSوVSS،VSI ،VSSC،  VSICهای طرح

2VSICT2 و VSITبه سایر نمودارهای کنترل نشان بزرگ عملکرد بهتری از خود نسبت  کشف تغییرات در
  .دهند می

  
  GMگری مدل اقتصادی لورنزن و وانس برای فرایند ریختهپارامترهای برآورد  .1جدول 

p =3 λ = 05/0  =E 0833/0  γ =1 1 γ =2  

T = 0833/0  1T = 0833/0  2T = 75/0  =C 24/114  =1C 2/949  
=1a 5 =2a 22/4  =3a 4/977  ′ =3a 4/977  /= 1 5d  
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 FRSنمودار کنترل  ESDی طراحی ی بهینهپارامترها .2 جدول

E(A) AATS ANF h◦ n◦ k◦  d 
14/546  85/10  5/0  84/2  37 87/6  25/0  

81/412  47/4  5/0  34/1  18 62/8  5/0  

54/349  78/2  5/0  99/0  11 31/9  75/0  

13/314  16/2  44/0  76/0  7 2/10  00/1  

21/291  81/1  35/0  63/0  5 07/11  25/1  

6/273  5/1  2/0  66/0  5 23/12  5/1  

08/261  32/1  16/0  6/0  4 86/12  75/1  

85/251  21/1  16/0  52/0  3 18/13  00/2  

1/244  09/1  1/0  54/0  3 07/14  25/2  

91/238  1 07/0  55/0  3 99/14  50/2  

26/233  96/0  1/0  46/0  2 54/14  75/2  

99/228  89/0  07/0  47/0  2 28/15  00/3  

 
  

 VPنمودار کنترل  ESDی طراحی ی بهینهپارامترها .3 جدول

E(A) AATS ANF 2h 1h 2n 1n w 2k 1k d 
07/478  96/7  50/0  74/2  39/3  44 1 92/0  50/6  87/26  25/0  

88/355  77/2  50/0  24/1  88/1  22 1 87/0  25/8  62/28  5/0  

34/208  67/1  50/0  89/0  60/1  13 3 80/0  98/8  82/18  75/0  

98/279  11/1  44/0  21/0  33/1  8 6 46/2  74/8  20/30  1 

98/260  86/0  35/0  17/0  09/1  7 4 46/2  60/9  07/31  25/1  

11/249  83/0  20/0  56/0  17/1  6 3 88/0  90/11  44/16  5/1  

40/239  72/0  16/0  50/0  04/1  5 2 98/0  54/12  59/15  75/1  

88/231  63/0  16/0  42/0  80/0  4 2 30/1  78/12  02/15  2 

55/226  57/0  10/0  44/0  94/0  4 2 03/1  88/13  09/15  25/2  

44/223  57/0  07/0  45/0  07/1  4 2 87/0  62/14  99/34  5/2  

59/217  50/0  10/0  36/0  74/0  3 1 29/1  43/14  89/14  75/2  

77/214  46/0  07/0  37/0  81/0  3 1 15/1  28/15  28/15  3 
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 VSICنمودار کنترل  ESDی طراحی ی بهینهپارامترها .4 جدول

E(A) AATS ANF 2h 1h n◦ w 2k 1k  d 
91/514  57/8  5/0  49/2  72/3  37 57/1  7/6  39/7  25/0  

02/375  67/2  5/0  7/0  95/1  18 69/2  04/8  37/9  5/0  

43/315  43/1  5/0  43/0  35/1  11 23/3  56/8  10 75/0  

71/282  01/1  44/0  26/0  03/1  7 54/3  21/9  11 1 

78/261  77/0  35/0  18/0  83/0  5 81/3  85/9  98/11  25/1  

25/246  6/0  2/0  22/0  78/0  5 81/4  84/10  85/12  5/1  

53/235  51/0  16/0  18/0  7/0  4 13/5  33/11  47/13  75/1  

92/227  45/0  16/0  13/0  61/0  3 08/5  5/11  88/13  2 

77/221  4/0  1/0  16/0  6/0  3 6 36/12  53/14  25/2  

85/217  36/0  07/0  2/0  59/0  3 96/9  35/13  28/15  5/2  

87/212  34/0  1/0  11/0  51/0  2 02/6  63/12  07/15  75/2  

76/209  31/0  07/0  14/0  51/0  2 84/6  4/13  65/15  3 

 
 VSSCنمودار کنترل  ESDی طراحی ی بهینهپارامترها .5 جدول

E(A) AATS ANF h◦ 2n 1n w 2k 1k  d 
16/480  93/7  5/0  84/2  4/43  1 9/0  5/6  87/16  25/0  

67/356  76/2  5/0  34/1  17/21  1 87/0  24/8  62/18  5/0  

79/307  65/1  5/0  99/0  29/12  1 67/0  05/9  31/19  75/0  

94/279  21/1  44/0  76/0  17/8  1 88/0  82/9  2/20  1 

64/261  97/0  35/0  63/0  01/6  1 04/1  58/10  07/21  25/1  

19/248  76/0  2/0  66/0  6 1 03/1  76/11  07/21  5/1  

96/238  66/0  16/0  6/0  5 1 24/1  29/12  01/18  75/1  

26/232  59/0  16/0  52/0  4 1 61/1  49/12  19/16  2 

41/227  53/0  1/0  54/0  4 1 61/1  72/13  15 25/2  

47/224  49/0  07/0  55/0  4 1 61/1  99/14  99/14  5/2  

61/219  47/0  1/0  46/0  3 1 43/2  54/14  54/14  75/2  

18/217  44/0  07/0  47/0  3 1 43/2  28/15  28/15  3 
  

 VSS نمودار کنترل ESD ی طراحیی بهینهپارامترها. 6 جدول

E(A) AATS ANF h◦ 2n 1n w k◦ d 
42/485  67/8  5/0  84/2  79/38  1 38/0  87/6  25/0  

89/359  3 5/0  34/1  35/20  1 71/0  62/8  5/0  

14/309  74/1  5/0  99/0  12 1 56/0  31/9  75/0  

37/281  29/1  44/0  76/0  8 1 79/0  2/10  1 

97/262  03/1  35/0  63/0  6 1 03/1  07/11  25/1  

68/248  78/0  2/0  66/0  6 1 03/1  23/12  5/1  

29/239  68/0  16/0  6/0  5 1 24/1  86/12  75/1  

52/232  61/0  16/0  52/0  4 1 61/1  18/13  2 

44/227  54/0  1/0  54/0  4 1 61/1  07/14  25/2  

47/224  49/0  07/0  55/0  4 1 61/1  99/14  5/2  

61/219  47/0  1/0  46/0  3 1 43/2  54/14  75/2  

18/217  44/0  07/0  47/0  3 1 43/2  28/15  3 
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 VSI نمودار کنترل ESD ی طراحیی بهینهپارامترها. 7 جدول

E(A) AATS ANF 2h 1h n w k◦ d 
1/515  56/8  5/0  38/2  14/4  37 47/1  87/6  25/0  

72/375  68/2  5/0  66/0  1/2  18 46/2  62/8  5/0  

93/315  44/1  5/0  41/0  42/1  11 99/2  31/9  75/0  

24/283  01/1  44/0  24/0  08/1  7 28/3  2/10  1 

33/262  78/0  35/0  17/0  87/0  5 51/3  07/11  25/1  

56/246  6/0  2/0  21/0  8/0  5 54/4  23/12  5/1  

8/235  51/0  16/0  17/0  71.0 4 87/4  86/12  75/1  

21/228  45/0  16/0  13/0  62/0  3 8/4  18/13  2 

92/221  4/0  1/0  16/0  61/0  3 77/5  07/14  25/2  

92/217  36/0  07/0  2/0  59/0  3 77/6  99/14  5/2  

04/213  34/0  1/0  11/0  52/0  2 79/5  54/14  75/2  

86/209  31/0  07/0  13/0  51/0  2 64/6  28/15  3 
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