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سازی های پارامتری و ناپارامتری در بهینهروش مقایسه
 طرح پارامتری استوارهای نساجی با رویکرد سامانه

  
  

  *مقدم بامنی محمد
، تهران، ایرانطباطبایی علامه دانشگاه آمار، دانشیار گروه  

 
  1389 ماه اسفندسوم : رسید مقاله

  1390ماهتیر چهارم : پذیرش مقاله
 

  
  چکیده

مهندسی است که با اثربخشی هزینه به عنوان رویکردی برای بهبود  های آماری ور پارامتری از جمله روشطرح استوا
هدف از طرح استوار پارامتری انتخاب سطوحی از عوامل قابل کنترل . شود ها به کار گرفته میفرایندکیفیت محصولات و 

که  استوار است فرضاین در یک طرح استوار پارامتری بر  مولفه اصلی.  کندی کیفیت مورد نظر را بهینه است که مشخصه
ی میانگین و واریانس به صورت بند به طور سنتی، مدل. دنشده باش براورد فرایندبرای میانگین یا واریانس  مناسبی یها مدل

ری به علت ماهیت های ناپارامت شود، روش ی میبند یژه وقتی واریانس مدلدر اغلب موارد به و. گیرد انجام میپارامتری 
 در رنگرزی الیاف پشم فرایند یساز بهینه ضمندر این مقاله . تر مناسب هستند بیشبرازش داده شده  بودن تابع وارنیمنح

    .پردازیم  می روش دو نیا در آمده دست به جیی نتا به مقایسه ناپارامتری، و پارامتری روش دو با نساجی صنایع
  

  .ی پاسخ، طرح آزمایش، رگرسیون خطی موضعی ، رویههای دوم خطا میانگین توان ،رامتریطرح استوار پا :کلمات کلیدی
  
  مقدمه   1

مهندسی است که به عنوان رویکردی با اثربخشی هزینه  های آماری وطرح استوار پارامتری از جمله روش
] 1[ توسط شخصی به نام تاگوچیاین طرح که اولین بار . رودها به کار میفرایندبرای بهبود کیفیت محصولات و 

پیدا کند که باعث شود  یا معرفی شد، قصد دارد سطوحی از عوامل قابل کنترل ورودی در یک سامانه را به گونه
 به عبارتی دیگر،. استوار یا بدون تغییر بماند گر رات متغیرهای اغتشاشیی کیفیت مورد نظر نسبت به تغیمشخصه

کارگیری  متری بر آن است که تحت حدود رواداری پهن یعنی تحت شرایط بهطرح استوار پارا ی تلاش عمده
تر، از طریق گسترده ی تر و شرایط محیط به کارگیری با دامنهتر، تجهیزات ارزانمواد و قطعات با درجه پایین

 کیفیت صهمشخ سازی بهینهترین اثر را در هزینه ساخت دارند،  که کم تعیین مقادیر عوامل قابل کنترل نافذی
 

  عهده دار مکاتبات*
  bamenimoghadam@gmail.com :آدرس الکترونیکی
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که اولاً حساسیت عملکرد محصول نسبت به عوامل اغتشاش کاهش  ای صورت گیرد مورد نظر به گونه 
تر شود  کیفیت مورد نظر به مقدار آرمانی نزدیک ی و ثانیاً میانگین مشخصه) متغیر پاسخ یکاهش پراکندگ(یابد

که به   (MSD)های دوم خطا دن میانگین توانتواند از طریق مینیمم کر این کار می). کاهش اریبی متغیر پاسخ(
  .  شود به منظور کاهش همزمان اریبی و پراکندگی انجام پذیردصورت زیر تعریف می

 

[ ] [ ]{ } [ ]22( ) ( ) ( )MSD E y x T E y x T Var y x= − = − +  

  
کیفیت مورد بررسی   ی متغیر پاسخ یا همان مشخصه y(x)ورودی و ) های(متغیرx مقدار هدف،  Tکه در آن 

، شود  همان طور که در رابطه فوق دیده می. ورودی بیان شده است) های(ی بر حسب متغیراست که به صورت تابع
میانگین و واریانس پاسخ به خوبی  یها بخش اصلی طرح استوار پارامتری بر این فرض استوار است که مدل

 که استپاسخ  یهروی  و تخمین مدل، روش براوردهای  ترین روش از جمله مهم. ا تخمین زده شده باشندی براورد
. شود می استفاده پارامترها براورد و تجربی سازی مدل برای آماری های روش و ها آزمایش طرح از ترکیبی آن در

های اساس کار در این روش به این ترتیب است که ابتدا سطوح مختلفی از متغیرهای ورودی تحت عنوان آزمون
شود سپس با توجه گیری میها متغیر پاسخ اندازهاز این آزمونشده تعیین، و برای هر کدام یک آزمایش طراحی 

 یها پاسخ با استفاده از روش یدست آمده و با توجه به تعداد متغیرهای ورودی، منحنی یا رویهبه اطلاعات به
ه کیفیت مورد نظر است ک یبا استفاده از این رویه پاسخ و با توجه به مشخصه. شودرگرسیونی برازش داده می

سازی پیدا و مقدار پاسخ و مقدار  های بهینهوسیله الگوریتمسامانه بر اساس طرح استوار پارامتری به  ی حالت بهینه
ه پاسخ سازی روی ها روش بهینه مهمترین و آخرین دستاورد این روش. گردندواریانس در این نقطه محاسبه می

 مدل پاسخ، برای متغیر میانگین بر علاوه روش این رد .]2[ ابداع شد رزی هتوسط وینینگ و م دوگان است که
 متغیر سازی مدل برای متفاوتی های روش ارتباط، این در. شود می داده برازش رویه جداگانه طور نیز به واریانس

 ناپارامتری و پارامتری روش دو به را ها آن توان می عمده طور به که دارد وجود ورودی متغیرهای و پاسخ
 در که حالی در شود می گرفته نظر در مدل پارامترهای برای مشخصی فرم پارامتری روش در. کرد یبند تقسیم
 بر ناپارامتری روش اساس حقیقت در شود نمی گرفته نظر در مدل پارامترهای برای مشخصی فرم ناپارامتری روش
 توجه با. کنند انتخاب را مدل رینبهت موجود های مدل میان از خود که شود می داده اجازه هاداده به که است این
 پارامترهای برای مشخصی فرم ها آن در بتوان که کنیممی برخورد مواردی به تر کم عمل در که موضوع این به

 در. دهدمی نشان خود از پارامتری روش به نسبت بهتری کارایی ناپارامتری روش رو این از گرفت، نظر در مدل
نمی  کرد، مشخص کامل طور به را مدل پارامترهای تواننمی وقتی ]3[ دادند اننش بوهن و وینینگ ارتباط این
  .نمود استفاده واریانس و میانگین بندیمدل برای پارامتری هایمدل از توان
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 از ،]5[اندرسون کوک و پرویتو  ]4[ مولر و گاسر. دادند پیشنهاد را ناپارامتری روش از استفاده هاآن نتیجه، در
  . پرداختند ناپارامتری هایروش معرفی به که بودند رادیاف جمله

 و پارامتری روش دو با نساجی صنایع در رنگرزی الیاف پشم فرایند یساز بهینه مقاله، این در اصلی هدف
الیاف پشم . باشد یم روش دو نیا در آمده دست به جینتا ی سهیمقا و استوار پارامتری طرح اساس بر ناپارامتری
ترین الیاف طبیعی مصرفی در صنعت نساجی است که به دلیل کیفیتی که دارند از قیمت بالایی همیکی از م

هایی که در این صنعت بر روی آن فرایندبنابر این لازم است توجه و مراقبت زیادی در طی . باشندبرخوردار می
که بر روی این الیاف صورت میهایی فراینداز جمله . گیرد، برای حفظ کیفیت آن به کار گرفته شود انجام می

در این تحقیق متغیرهای دما، . رنگرزی است که معمولاً در آن متغیرهای متعددی تأثیرگذار هستند فرایندگیرد 
...) حمام ، فشار  هوا و  PH ،از جمله درصد رنگزا(زمان و غلظت لیپوزوم مورد بررسی قرار گرفته و بقیه متغیرها 

 این از سطوحی کشف ،جا این در یساز بهینه از هدف. شود صنعت در نظر گرفته می به میزان مصرف متداول در
 بودن تصادفی به توجه با و منظور این برای. شود کمینه سطوح آن در MSD مقدار آن، موجب به که است عوامل
 و رامتریپا روش دو از است، پشمی کالای توسط شده جذب رنگ میزان همان جا این در که خروجی پاسخ متغیر

 خواهیم استفاده شوند،  تولید مناسب آزمایشی طرح کی کارگیری به با ها داده است لازم  ها آن در که ناپارامتری
  . کرد

 طرح ها و ساختار به بیان روش تولید داده 2بخش در ابتدا که است ترتیب این به مقاله این در گرفته انجام کار روند
سازی پارامتری  های بهینه ضمن معرفی روش 4و  3پردازیم سپس در بخش  اله میآزمایشی مورد استفاده در این مق

همچنین در . پردازیم رنگرزی در صنعت نساجی می فرایندسازی  و ناپارامتری، با استفاده از این دو روش به بهینه
  . نتایج به دست آمده در این دو روش را با یکدیگر مورد مقایسه قرار خواهیم داد 5بخش 

  

   آزمایش طرح ساختار و ها داده تولید  2
رنگرزی متغیرهای متعددی تأثیرگذار هستند که در این تحقیق تنها تاثیر  فرایندهمان طور که گفته شد در 

 این برای شده گرفته نظر در تغییرات ی دامنه .گیرد متغیرهای دما، زمان و غلظت لیپوزوم مورد بررسی قرار می
  .است شده دهآور زیر جدول در عوامل
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  رنگرزی فرایند بر مؤثر متغیرهای یدامنه .1 جدول                                             

 پایین بالا
  دامنه             

                                 عوامل     

جوش) 95(  75  A : رنگرزیدمای )ºc( 

60 30  B:زمان رنگرزی)min( 

3 1  C:لیپوزوملظتغ(%) 

  
ها،  استفاده شود که  رویه پاسخ و تولید داده براورد ی پاسخ به منظور های رویه حال لازم است از یکی از طرح

ی سر یک ،]6[ )باکس و دراپر() CCD(توجه به خصوصیات مناسب طرح مرکب مرکزی مقاله با  در این
 در تکرار بار 6 و α=682/1 مقدار با پذیردوران زیمرک مرکب کنترل شده را با به کارگیری طرح های شیآزما
 شیآزما هر در که بیترت نیا به دهیم به منظور تامین اهداف مورد بررسی، انجام می )on=6( طرح مرکز
 اسید ،)کالا وزن اساس بر روناس درصد( روناس رنگزای ی ماده% 2ی حاو رنگرزی حمام در رای پشمی کالا

 که آب تریل  1/40 و)  است شده انتخاب مصرفی رنگزای نوع به توجه با که PH= 5/5 به رسیدن برای( ستیکا
ی برا شده گرفته نظر در طیشرا به دنیرس از بعد  و داده قرار ،شود یم انتخابی پشم کالای وزن نسبت به توجه با
 صورت به که هاییرنگ تا شود یم داده شستشو و خارج رنگرزی حمام از پشمی کالای ینمونه ش،یآزما هر

 دستگاهآن توسط  روی از عکس گرفتن با سپس شود زدوده آن از اندشده جذب کالا روی بر سطحی
 شده کالا جذب تریبیش رنگزای هرچه. شود می  تعیین) R( انعکاس رنگ کمی میزان انعکاسی، اسپکتروفتومتر

  رنگزای هرچه و بود خواهد ترکم انعکاس میزان و ترپررنگ کالا باشد، تربیش کشیرمق هرچه یعنی باشد،
. آید می دست به بالاتری انعکاس میزان و بوده تررنگکم کالا و ترکم کشیرمق باشد، شده کالا جذب تریکم
 جذب ضریب  از لذا نیست، پذیرامکان) R( انعکاس عدد روی از جذب دقیق میزان آوردن دست به که جاآن از

  .شود یم استفاده آید،می دست به زیر یرابطه از که K/S ارنگز
( )

R
R

2
1K/S

2−
=  

  .  است شده ارایه 2 جدول در طرح، این از حاصل نتایج
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  متغیر سه با CCD طرح .2  جدول

S Y (k/s) 3y  2y  1y  3x  2x  1x  U 
 

75/1  31/8  30/10  57/7  05/7  1-  1-  1-  1  

 

 

عاملی نقاط  

26/196/23  18/24  60/22  10/25  1-  1-  1 2 

45/1  84/14  46/16  66/13  40/14  1-  1 1-  3 

22/1  94/23  47/24  55/22  80/24  1-  1 1 4 

23/1  27/9  50/9  04/7  27/8  1 1-  1-  5 

29/1  91/22  55/23  75/23  43/21  1 1-  1 6 

57/1  81/17  63/18  00/16  79/18  1 1 1-  7 

06/1  65/22  64/23  77/22  54/21  1 1 1 8 

60/1  32/9  48/733/10  15/10  0 0 682/1-  9  

 

محوری نقاط  

43/1  56/22  92/20  57/23  18/23  0 0 682/1  10 

57/1  43/18  41/19  62/16  26/19  0 682/1-  0 11 

18/1  61/24  38/25  19/25  25/23  0 682/1  0 12 

46/1  62/18  67/19  95/16  22/19  682/1-  0 0 13 

27/1  9/20  43/19  60/21  67/21  682/1  0 0 14 

39/1  6/20  61/19  18/22  00/20  0 0 0 15  

 

مرکزی نقاط  

25/1  37/20  43/19  88/19  79/21  0 0 0 16 

34/1  94/20  60/19  28/22  94/20  0 0 0 17 

38/1  84/20  43/22  03/20  06/20  0 0 0 18 

40/1  7/20  72/19  30/22  07/20  0 0 0 19 

28/1  79/20  83/21  19/21  36/19  0 0 0 20 
  

12 فوق جدول در x,x 3وx به که باشند می لیپوزوم غلظت و رنگرزی زمان رنگرزی، دمای هایمتغیر ترتیب به 
 نظر در تکرار 3 طرح آزمایش هری برا همچنین. اند شدهی گذار کد -1 و 1 ریمقاد با CCD طرح از استفاده دلیل
  .است شده آورده iy ستون ریز در تکرار هر در پاسخ ریمتغ ریمقاد که شده گرفته
  . بود خواهد زیر صورت به رنگرزی فرایندهای  برای داده طرح این تراز نمودار و واریانس تابع نمودار

  
  رنگرزی فرایند برای CCD طرح واریانس نمودار تابع .1 شکل 
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  رنگرزی فرایند برای CCD طرح تراز نمودار .2 شکل

  

  رنگرزی با استفاده از روش پارامتری فرایندسازی  بهینه  3
 داده برازش ها داده به پاسخ میانگین ی رویه سازیمدل برای مشخصی پارامتر مدل یک ابتدا روش نیا رد
 دیتولی برا شده انتخاب طرح به توجه با جا نیا در. گیرد یم صورتی ساز نهیبه آن از استفاده با سپس و شده
 برازشی برا ر،یز صورت به دوم درجه مدل یک ازی ورودی رهایمتغ بودنی سطح دو به توجه با و ها داده
  :شود یم استفاده 2 جدولی ها داده

  
  
  
، خطای تصادفی ناشی از تاثیر متغیرهای غیر قابل کنترل ورودی بر روی متغیر پاسخ و یا εی آن مولفهدر که

میانگین صفر و واریانس ثابت یک  ی توزیع نرمال باشود دارا را نشان داده که معمولا فرض میگر  عوامل اغتشاش
خطا  دوم های ها پارامترهای مدل بوده که با استفاده از روش حداقل توانiβهمچنین در مدل فوق . باشد می
 در داده برازش مدل متقابل اثرهای و دوم درجه اصلی، اثرهای به مربوط واریانس تحلیل جدول. شود می وردآبر

  .است شده یرآوردهز جدول
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  یرنگرز فرایند هایداده واریانس تحلیل . 3جدول                      

Prob>F مقدار F 
   میانگین

 مربعات

 درجه

 آزادی

   مجموع

 مربعات
 منبع

 مدل 60/452 9 29/50 87/41 >0001/0

0001/0< 52/261 12/314 1 12/314 A 

0001/0< 66/38 44/46 1 44/46 B 

213/0 79/1 15/2 1 15/2 C 

0001/0< 27/43 97/51 1 97/51 2A 

83/0 065/0 078/0 1 078/0 2B 

028/0 61/3 34/4 1 34/4 2C 

0006/0 52/24 45/29 1 45/29 AB 

07/0 09/4 91/4 1 91/4 AC 

56/0 33/0 39/0 1 39/0 BC 

 ماندهباقی 01/12 10 20/1  

 برازش عدم 81/11 5 36/2 90/57 0002/0

 خالصخطای 20/0 5 041/0  

 کل 61/464 19   

 
 دارمعنی دوم توان و متقابل اصلی، اثرهای بعضی α=0/1 تعیین با شودمی مشاهده جدول این در که طورهمان
  :شودمی حاصل پاسخ نیانگیم برای زیر مدل گام به گام انتخاب روش از استفاده با. نیستند

  
/y K S x x x

x x x x x x

= = + + +

− − − −
1 2 3

2 2
1 3 1 2 1 3

20/8 4/8 1/84 0/4
1/91 0/56 1/92 0/78 )1(                                                                 

  
 تـر  مناسـب  گـر یدی هـا  مدل به نسبت 2جدولی ها داده به دوم مرتبه مدل برازش دهد یم نشان زیر جدول نیهمچن
  .است
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  هامدل خلاصه هایآماره .4جدول                

PRESS 2
preR  

2
adjR  2R  منبع انحراف معیار 

95/176  6191/0  7395/0 7807/0 52/2  خطی

15/200  5692/0  7888/0  8555/0 27/2  متقابل

82/90  8045/0  9509/0 9741/0 10/1  درجه دوم

73/722  5556/0-  9763/0 9925/0 76/0  درجه سوم

  
  

 زیر هایپذیره لازم است ،ها داده تحلیل در شده برده کار به واریانس تحلیل روش و مدل صحت بررسی برای
  :شامل که بنایی
  هاباقیمانده بودن نرمال .1
  هاباقیمانده واریانس بودن ثابت .2
  هاباقیمانده بودن مستقل .3
   باقی بودن مستقل و واریانس بودن ثابت بودن، نرمال ،5 و 4 ،3 هایشکل به توجه با. دشون بررسی باشند،می

  . گرددمی تأیید مدل صحت و شودمی محرز هامانده
  

  
  

نرمال نمودار .3 شکل  

  
  

  بینیپیش مقدارهای برابر در هامانده باقی نمودار .4 شکل
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  هامانده باقی نمودار .5شکل

  : مانند مختلفی هایآماره از مدل در پرت نقاط و موثر نقاط بررسی برای چنینهم
 استیودنت ماندهباقی .1

  کوک فاصله .2
  پرتی .3

 مدل روی بر زیادی تأثیر که هستند نقاطی بررسی برای استیودنت باقیمانده و کوک فاصله آماره. شودمی استفاده
 هاآماره این بزرگ مقدارهای و کند تغییر رگرسیونی مدل دارد مکانا مدل از هاآن حذف با که طوری به دارند
از این  بوده کوچک مقدارها این تمامی 5 جدول در .باشدمی مدل در نقطه آن زیاد تأثیر دهنده نشان نقطه هر در
 باشدمی مدل در موجود پرت نقاط تشخیص برای Outlier آماره چنینهم. ندارد وجود مدل در موثری نقطه رو
 نیز پرتی نقطه جدول طبق که شود بررسی باید پرت نقطه عنوان به نقطه آن گاهآن باشد، |Outlier|<5/3 اگر که
  .باشدنمی موجود مدل در
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  بانفوذ و پرت نقاط بررسی .5جدول               

 شماره
مقدار

 واقعی
پیش مقدار مانده باقی بینی  

 ماندهباقی

 استیودنت
کوک هفاصل  Outlier 

1 31/8  85/8  54/0-  853/0-  148/0  840/0-  

2 96/23  84/23  12/0  184/0  007/0  175/0  

3 84/14  93/15  09/1-  731/1-  608/0  963/1-  

4 94/23  25/23  69/0  092/1  242/0  104/1  

5 27/9  77/10  50/1-  376/2-  145/1  417/3-  

6 91/22  63/22  28/0  447/0  041/0  428/0  

7 81/17  73/18  92/0-  468/1-  437/0  573/1-  

8 65/22  92/22  27/0-  431/0-  038/0  413/0-  

9 32/9  30/7  02/2  938/2  335/1  2/3  

10 56/22  43/23  87/0-  272/1-  250/0  318/1-  

11 43/18  85/17  58/0  849/0  112/0  836/0  

12 61/24  05/24  56/0  816/0  103/0  802/0  

13 62/18  52/18  100/0  145/0  003/0  138/0  

14 90/20  86/19  54/1  520/1  357/0  644/1  

15 60/20  74/20  14/0-  139/0-  000/0  132/0-  

16 73/20  74/20  37/0-  369/0-  003/0  353/0-  

17 94/20  74/20  20/0  200/0  001/0  191/0  

18 84/20  74/20  10/0  101/0  000/0  095/0  

19 70/20  74/20  039/0-  039/0-  000/0  037/0-  

20 79/20  74/20  051/0  051/0  000/0  048/0  

  
 هیرو عنوان به را) 1(مدل ،ییبنا ریزی ها رهیپذ صحت و شده داده برازش مدل بودن مناسب شدن مشخص از بعد

 30 از ترکم همواره کشیرمق میزان شده، انجام مطالعات طبق بر که جاآن از. میگیر یم نظر در نیانگیم پاسخ
ی پراکندگ کاهش و 30 مقدار بهی کشرمق زانیم کردن کینزد جا نیا دری ساز نهیبه از فهد نیا بنابر است
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. کنیم یم استفاده )]7[ هاپت و سو،( الگوریتم ژنتیک از منظور نیای برا که است MSD اریمع از استفاده با پاسخ
  : است زیر نهیبهی  یافتن نقطهحاصل این کار 

                
                                   

   :بهینه نقطه                          

  
  
  
  

 برابر MSD مقدار نتیجه در. است 21/1 بینپیش واریانس مقدار و 82/23 با برابر K/S میزان نقطه این در که
  .آیدمی دست به 66/38
  
  ناپارامتری روش از استفاده با سازیبهینه  4

در روش پارامتری بر مبنای فرض خطی بودن پارامترهای مدل استوار است، ابی ی وردآبریی که اساس جا از آن
در نتیجه در مواقعی که این فرض صحیح نباشد یعنی در صورتی که پارامترهای مدل فرم غیر خطی دارند و 

ه های به دست آمده بسیار اریب بوده و در نتیجه رویوردآبری تشخیصی نتواند این موضوع را نشان دهند، ها روش
در چنین مواقعی . باشدبرحسب متغیرهای ورودی و خروجی سامانه  قیقیتواند تابع د پاسخ برازش داده شده نمی

نهاد  سازی ناپارامتری پیش بهینه  که از خطی بودن پارامترهای مدل مطمئن نستیم، یا اطمینان کافی نداریم، روش
 هاآن هموار  شکل اما شده، فرض نامعلوم) g* وh تیبتر به(  واریانس و میانگین هایتابع روش این در .شود می
  :شودمی گرفته نظر در زیر صورت به ترتیب به

1/ 2 *( ) ( )i i i iX Xy h g ε′ ′= +  
  

               
2 * *ln( ) ( )i i iXs g η′= +  

  
iX آن در که * و ′

iX  ی مولفه iη  و بوده رگرسیونی متغیرهای واریانس و میانگین از بردارهایی ترتیب به ′
. است طرح نقاط تمام در ثابت واریانس و  صفر میانگین دارای شود می فرض که دهد می نشان را مدل خطای
 شده ارایه هایی مدل چنین در واریانس و میانگین یابیوردآبر و زشبرا برای مختلفی ناپارامتری های روش تاکنون

 اشاره )]9[ موضعی متغیره چند رگرسیون روش و ]8[ کرنل رگرسیون روش به توان می ها آن مهمترین جمله از که
 LPR  روش همان یا موضعی یمتغیره چند رگرسیون روش  چند هر است ذکر به لازم ارتباط این در. کرد
   انجام برای که داد نشان ]10[ )1992(فان وجود این با دارد، را بالاتر و کی مرتبه با هایمدل برازش ییتوانا
 هایمدل برازش به نیاز است، مشهور) LLR( موضعی خطی رگرسیون به که اول مرتبه مدل طریق از سازیبهینه
 استفاده واریانس و میانگین پاسخ های  رویه برازش برای روش همین از جا این در رو، این از. باشدنمی بالاتر

 8/1=لیپوزومغلظت
  37=  زمان
 91=  دما
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 به گو پیش متغیرهای های وزن که است موزون دوم توان حداقل روش همان واقع در LLR  روش.  کنیم   می
 نقطه در که  ای چندگانه رگرسیون برای مثال، طور به. شود می تعیین) هسته تابع(کرنل تابع ی وسیله

0 01 02 0( , ,..., )kX x x x′   :شودمی تعریف زیر صورت به کرنل تابع است، نظر مورد گویی پیش =
  

0
0

1

1( , ) ( )
k

j ij
i k

j

X X
x x

K K
b b=

−
= ∏%

%
  

  

1آن در که 2( , ,..., )i i i ikX x x x=% % % %  ، 0( )j ijx x
K

b
−  پارامتر همان یا باند پهنای b و متغیره یک کرنل تابع  %

جایی که این تابع در  ولی از آن کرد استفاده مختلف هایکرنل تابع از توانمی روش این در. است هموارساز
2گوسی کرنل تابع از برای راحتی جا در این،  ]11[ گر تاثیری نداردوردآبرعملکرد 

( ) zK z e−=  استفاده
  .کنیم می

. شودمی کنترل باند پهنای وسیله به شده وردآبر تابع همواری که چرا است حیاتی و مهم بسیار باند پهنای انتخاب
 هاوردآبر واریانس مقدار و باشندمی هموار بسیار آمده دستبه هایوردآبر است بزرگ b وقتی داد نشان توانمی

      کاهش اریبی و افزایش هاوردآبر واریانس ،b کاهش با برعکس و یابدمی افزایش اریبی اما یابدمی کاهش
  .باشد برقرار اریبی و واریانس بین توازن که شود انتخاب ایهگون به b باید بهینه حالت به رسیدن برای. یابدمی
 پیشنهاد را PRESS** روش میان آن از و بررسی را باند پهنای انتخاب مختلف هایروش ]12[ بیرچ و مایز
 مینیمم شود، می تعریف زیر صورت به که PRESS** مقدار که شودمی تعیین طوری b روش این در. دادند
  . گردد

  

**

( ) max

max

( ) ( ( 1))LLR b

PRESSPRESS SSE SSEd trace H d k
SSE

=
−

− + − +
  

مجمـوع   bSSEبزرگترین مجموع توان دوم خطا تحت تمام مقدارهای ممکن از پهنای باند،  maxSSEکه در آن
 گرسـیونی و رتعـداد متغیرهـای    k   ح،تعـداد نقـاط طـر    d توان دوم خطا برای یک مقدار مشخص از پنهای باند،

PRESS شود تعریف می به صورت زیر ت کهگویی اس مجموع توان دوم خطای پیش:  
  

2)(2 )ˆ()( i
ii yyiePRESS −Σ=Σ=  

  

ˆ)( آن در که i
iy ی نقطه در شده وردآبر پاسخ iX مشاهده وقتی  i نشان را شود، می گذاشته کنار مدل  از ما 

  . دهد می
*نقطه در واریانس برای  LLR وردآبر ]13[ کارول و لین های افتهی اساس بر

0X آیدمی دستبه زیر صورت به:  
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2 * * * * 1 * * * ( ) *
0 0 0 0 0 0

ˆ ˆ( ) exp[ ( ) ] exp[ ]LLRX X X XVar y Q Q y h yσ −′ ′ ′= = =                                       )2(  
  
* آن در که  

0Q نقطه در کرنل تابع های وزن شامل قطری ماتریس*
0X شود می تعریف زیر صورت به و است:  

  
* * * *

0 01 02 0
* *

* 0
0

* *
0

1

( , ,..., )

( , )

( , )

d

i
i d

i
i

X X

X X

Q diag q q q

Kq
K

=

=

=

∑
  

  

 که کردند تفادهاس موضعی خطی رگرسیون موزون الگوریتم از 0X نقطه در میانگین وردآبر برای همچنین ها آن
  :است زیر هایگام دارای
ˆ2  ،)2(رابطه از استفاده با ابتدا .اول گام iσ1 ماتریس یمحاسبه برای آن از و شده محاسبه راˆ −V شود می استفاده:  

)
ˆ
1,...,

ˆ
1,

ˆ
1(ˆ

22
2

2
1

1

d

diagV
σσσ

=−  
  

  :شودمی محاسبه زیر به صورت ،0Xنقطه در رگرسیونی جدید متغیرهای هایوزن عنوانبه 0W مقدار .دوم گام
  

1
0 0 0

ˆW Q V Q−=  

  :شودمی تعریف زیر صورت به 0Q آن در که

0 01 02 0

0
0

0
1

( , ,..., )
( , )

( , )

d

j
i d

j
j

X X

X X

Q diag q q q
K

q
K

=

=

=

∑

%

%

 

  :آیدمی دستبه زیر صورت به 0X  نقطه در میانگین برای EWLLR وردآبر و کرده استفاده 0W از .سوم گام
  

( ) 1
0 0 0 0

ˆ ( ) ( )EWLLR XE y X W X X W y−′ ′ ′=  
  
  

 کمینه طریق از که باند پهنای است لازم  ابتدا با این روش سازی بهینه با توجه به مطالب گفته شده برای انجام
 باند پنهای مقدار و کرده استفاده R افزارنرم از منظور این برای. شود مشخص آید،می دستبه PRESS** کردن

 برای باند پهنای نمودار زیر شکل در. آوریم می دست به 45/0 و 31/0 ترتیب به میانگین و واریانس مدل برای  را
  . است شده رسم PRESS** مقابل در میانگین مدل
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  PRESS** برابر در باند پهنای نمودار. 6شکل 

  
  

ˆ1 ماتریس آن از و کرده محاسبه LLR واریانس را با استفاده از روش لگاریتم وردآبر حال −V دستبه را         
  .است شده آورده زیر جدول در اطلاعات این. آوریممی

  
                    ناپارامتری روش در واریانس براورد .6 جدول                                

2ˆ
1

iσ
 2ˆ iσ  it  مشاهده 

2ˆ
1

iσ
 2ˆ iσ  it  مشاهده 

42/0  3/2  64/0  11 33/0  01/3  05/1  1 

71/0  4/1  49/0  12 6/0  65/1  95/0  2 

47/0  11/2  73/0  13 48/0  1/2  77/0  3 

62/0  6/1  4/0  14 67/0  48/1  57/0  4 

56/0  79/1  58/0  15 63/0  57/1  95/0  5 

56/0  79/1  6/0  16 6/0  68/1  73/0  6 

56/0  79/1  59/0  17 42/0  37/2  55/0  7 

56/0  79/1  58/0  18 88/0  13/1  45/0  8 

56/0  79/1  57/0  19 39/0  53/2  93/0  9 

56/0  79/1  6/0  20 52/0  92/1  21/0  10 

  
  
 کردن مشخص ضمن توان می شده، گفته  EWLS الگوریتم  از گیری با بهره و فوق جدول اطلاعات از استفاده با
 جا این در. نمود مشخص تصادفی جستجوی های روش از دهاستفا با را سامانه بهینه حالت پاسخ، میانگین وردآبر
   :که در این صورت داریم دهیم می انجام ژنتیک الگوریتم  از استفاده همانند قبل با را عمل این
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  : بهینه نقطه  

  
  
  
  
  مقدار صورت این در که است 76/0 برابر بین پیش واریانس مقدار و 26/ 56 برابر  پاسخ متغیر مقدار نقطه این در

MSD  آید می دست به  9/18  برابر.  
  
  گیری  نتیجه  5

ی دو روش پارامتری و ناپارامتری، نتایج به دست آمده در این دو روش را با استفاده از معیار  برای مقایسه
MSD دهد، مقدار  نشان می 7همان طور که جدول. دهیم مورد ارزیابی قرار میMSD رامتری تقریبا در روش پا

سازی  دو برابر روش ناپارامتری است که این  امر نشان از برتری روش ناپارامتری نسبت به روش پارامتری در بهینه
  . رنگرزی است فرایند

  ناپارامتری  و پاسخ یرویه هایروش عملکرد یمقایسه .7 جدول                                 
MSD ˆvar[ ]iy ˆ[ ]iE y = K/S  3x 2x 1x 

 

 پارامتری روش 91 37 8/1 82/23 21/1 66/38

 ناپارامتری روش 95 30  1  56/26 76/0   9/18
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