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 چکیده 

مددل ممیي   ،در این مقدالده.  اسدددت  بين متغيرهدا  سدددازی راب دهبرای مددل  هدای رای مددل ممیي نداپدارامتری یکي از مددل

، اما باشدداز تیداد مشداهدات بيشدتر  تواند  مي  ی توضديحيتیداد متغيرها  گيریم كه در آنرا در نظر مي  بید بالا  ناپارامتری

وقتي تیداد متغيرهای توضديحي مدل ثر بر پاسد  نسد ت به تیداد مشداهدات، كوچس اسدت. وتیداد متغيرهای توضديحي م

یا  بر پاسد  ثروملذا، شدناسدایي متغيرهای توضديحي   .یابدتر و هزینه محاسد ات اززای  ميزیاد باشدد، تسسدير مدل مشدک 

 -  B  هایپایههای ممیي را با اسدتساده از  لسهومنظور، ابتدا م  بدینبسديار مهم اسدت.   صدسر در این مدلهای ممیي غيرلسهوم

صدسر ت دی  هایي از ضدرای  غيرله انتخاب متغير به انتخاب گروه اكارگيری این تقری ، مسد زنيم. با بهاسدلالاین تقری  مي

كردن مينيممبا  میمولاًاین امر كنيم. صدسر اسدتساده ميگروهي برای انتخاب ضدرای  غير  تاوان  هایابعشدود. سدلاا از تمي

مسدددتلزم تاوانيده  كردن این تابع هدف  مينيممشدددود. انجام مي  محدودكننده های دوم خ ا تحت یس شدددر  مجموع توان

 استساده  سازی زوقمينيممله ابرای ح  مس  گروهي  الگوریتم كاه  . در این مقاله ازی استسدازنهيبههای  اسدتساده از روش

ي  یس مجموعه داده ی و تحلسازهيش ، با م الیات  مختلف  تاوان  سه تابعشود. در پایان، عملکرد این الگوریتم تحت  مي

 شود.واقیي بررسي مي

 

 .، مدل ممیي ناپارامتریهای بید بالاسازی، داده ، بهينهگروهي انتخاب متغير : کلمات کلیدی

 

 

 مقدمه  1

ومود یس راب ه خ ي باشد،    دهندهنشاندر م الیه راب ه بين متغيرهای توضيحي و متغير پاس ، اطلاعات پيشيني كه  

ی بيشتری ریپذانی افهایي با  ی مدل خ ي از مدلما بهكه    رسديمدر دسترس است. بنابراین من قي به نظر    ندرتبه

میرزي   1990  در سالتي شيراني  ها، مدل ممیي ناپارامتری است كه توسط هستي و  استساده كنيم. یکي از این مدل

متغيرهای توضيحي بر پاس  كننده اثر های تیيين كننده قوی برای شک  تابعدر این مدل هيچ زرض محدود .]1[ شد

 های ناپارامتری استساده شود. های ممیي نامیلوم باید از روشلسهوبنابراین برای برآورد م ؛شوددر نظر گرزته نمي 

 
 عهده دار مکات ات  11

 m.kazemi@guilan.ac.ir آدرس الکترونيکي:
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ها در ابیاد بزرگ موم  شده است  ی دادهسازرهيذخ های نوین در دهه اخير و امکان  زناوریظهور    از طرزي،       

تیداد زیادی از    حضور اگرچه  ها، با تیداد صدها یا هزاران متغير توضيحي موامه باشد.  سازی پدیدهه مدلالكه مس

براین،  علاوه  شود.مشک  شدن تسسير مدل مي   باعثدهد، اما  پذیری مدل را اززای  ميمتغيرهای توضيحي انی اف

  صورت  به توانيم را  يحيتوض یرهاي متغ از سی هر  يین ی است، دیشد اري بس يهمخ  لهامس بالا، بید با یهامدل  رد

  ی شنهادي پ  روششود.  ميمدل  این موضوع منجر به كاه  توان پيشگویي  .  ]2[  نوشت  رهاي متغ   ریسا  از يخ   ي ترك

  ی ارمجموعهیز  میمندعلاقه  ازت ي ره  ن ی ا  در.  است  ي حيتوض  ی رهاي متغ   از  یارمجموعهیز  سازی بامدل  حالت، ن ی ا  در

  ازتن ی.  كند  في توص  يخوب   به   را   يح يتوض  یرهاي متغ  و  پاس   ري متغ   ني ب   راب ه  كه  ميكن  انتخاب   ی طور  را  رهاي متغ   از

 . شوديم دهي نام ري متغ  انتخاب مدل به ورود یبرا ي حيتوض یرها ي متغ  از  مناس  یارمجموعهیز

....برای درک بهتر موضوع انتخاب متغير، مدل رگرسيون خ ي چندگانه           p pY X X   = + + + +0 1 را در نظر    1

,...,ی توضيحي رهاي متغ   برحس Yبرای برآورد متغير پاس  بگيرید. در این مدل،   pX X1طور میمول از روش  ه، ب

توانمينيمممیروف   مجموع  رگرسيوني سازی  ضرای   بهينه  یازتن  برای  خ ا  دوم  ميjهای  استساده  به    . شودها 

 ع ارت دیگر 

ˆ arg min ( .... )                                   ( )
n

i i p ip

i

y x x  
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= − − − −
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)كه در آن  , ,..., )p   =β 0 باید ضرای   .استبردار ضرای  رگرسيوني    1 متغيرهای مهم،  انتخاب  منظور  به 

باشند، ییني باید  یرگرسيوني را طوری برآورد كنيم كه برآورد ضرای  متغيرهای توضيحي زا د دقيقاً برابر صسر 

پاس     ي ن يب  يپ  ن يمهم و همچن  ی رهاي متغ   صيتشخ  له ي وس ن یانجام شود و بد  دي طور مق همذكور، ب  یسازمينيمم  مساله

درمه    ،ي خ   یزی رمتنوع بوده و برحس  نوع ساختار آن، برنامه  ار ي بس   وديق  نیباشد. ا  ی سازنهي  بهیدر گرو ح  مسا

این    .كنديم  داي پ  كاربرد  محدب ري غو    محدب  ،دوم ح   از  متغيرهای  سازنهيبه  مسالهپا  از  برخي  ضرای   ی، 

، انتخاب  گریدع ارتبهشوند كه منجر به حذف متغيرهای توضيحي متناظر یا  ميبرابر صسر برآورد  دقيقا  توضيحي  

های دوم خ ا  توانن مجموع  كردهای دوم تاوانيده با مينيمم حالت كلي، برآوردگركمترین تواندر    شود.متغير مي 

)تحت قيد  )
p

j

j

p t
=


1

سازی را با  مينيمم مسالهاین د. شو ناميده مي تاوان تابع  p(.)آید كه در آن به دست مي 

 توان به صورت زیر نوشت استساده از لاگرانژ مي
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p pn

i j ij j

i j j

y x p   
= = =

 
= − − + 

 
  

β

β
2

0
1 1 1

2 

)توان تابع تاوان را به شک  به عنوان نمونه، مي  شود.ناميده مي  كنندهتنظيم پارامتر  در آن   كه ) | |dj jp  = در

dبه ازای  تاواندر ادبيات آماری، این تابع  .  ]3[  نظر گرزت كه به آن، تاوان بری  گویند  1لاسو   تاوانموسوم به   1=

. در این وضیيت، با  ]4[  ی محدب استسازنهيبه  مساله ( یس  2سازی )مينيمم  مسالهاست كه در این صورت، ح   

 
1 Least absolute shrinkage and selection operator 
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ییني   ،برابر صسر شوند كه بدین ترتي  متغير متناظر آنjممکن است برخي از ضرای  تغيير مقدار پارامتر 
jX، 

  شود.انجام ميو با حذف متغيرهای غير مرت ط با متغير پاس ، انتخاب متغير  شدهحذفاز مدل 

  ي برخ  یدارا  اما داده،  نشان  خود  از  يخوب  عملکرد  ري متغ   انتخاب   یمسا  از   یاري بس  در   نکهی ا  با  لاسو تابع تاوان           

  n  حداكثر  مشاهده،  nو  شگوي پ  ري متغpبا   يخ   يوني رگرس  مدل  سی  یبرا  لاسو  مثال،  عنوانبه.  است  هاتیمحدود

  ها آن  از  يبرخ  باشد، nاز  شتري ب  مدل  در  داريمین   يح ي توض   یرهاي متغ  تیداد  اگر  نیبنابرا.  كنديم  انتخاب  را  ري متغ

برآورد و انتخاب    منظور بهتاوان متیددی    های بعها، تابرای غل ه بر این محدودیت.  ]5[  شوندينم  انتخاب   لاسو  توسط 

و نشان كردند  میرزي   را  SCAD  1  غير محدب به نام  تابع تاوانیس    2001در سال  زن و لي  .  اندشدهيمیرزمتغير  

 2006در سال  و  زسلاا  .  ]6[  برخوردار استم لوب نا اری ي، تنکي و پيوستگي  دادند كه این تاوان از سه ویژگي  

او برای رزع این مشک ، تاوان لاسوی ت  يقي    .]7[  برخوردار نيست  2نشان داد برآوردگر لاسو از ویژگي پيشگویي 

 MCP  غير محدب دیگری به نام  تابع تاوان  2010در سال  ژانگ    همچنين   است.    این ویژگي  دارایرا میرزي كرد كه  
   .]8[ گيردكه تاوان لاسو را به عنوان یس حالت خاص در بر مي  را میرزي كرد 3

  ، يوني رگرس   یهامدل  ترق ي دق  يني ب  يدر پ  ی سازنهي   به یمسا  ی سزاهمقاله، با هدف نشان دادن نق  ب  نی در ا         

به  ابتدا  گيریم.  مي  مختلف در نظر  تاوان   های ابعبا ت  یناپارامتر  يمدل ممی   سیمهم را در    ی رهاي انتخاب متغ   مساله

با تقری     .كنيماستساده مي  آنها برای تقری     ن ی اسلالا   -B  های پایهاز  ،  ناپارامتری  ی ممیيهالسهومدلي  نامیلوم بودن  

كاه   ، مدل ممیي ناپارامتری به یس مدل خ ي با ساختار گروهي  نیاسلالا -B  های پایه   توسطی ممیي  هالسهوم

های  باید از تابعلذا  و صسر ت دی  مي شود رهایي از ضرای  غي انتخاب متغير به انتخاب گروه مساله  . بنابراین،یابدمي

انتخاب متغيرهای مهم مستلزم ح  یس در نتيجه،  تاوان گروهي استساده كرد كه قابليت انتخاب گروهي را دارند.  

 سازی با ساختار گروهي است. بهينه  مساله

  ن یكمتر  برآورد  لذا  و  است  محدب  تابع  سیهای دوم خ ا  مجموع توان سو،  لا  مانند  محدب،  تاوان  تابع  سی  با            

  ی دارا  كه  های تاوانتابع  اغل   اما.  آورد   دستبه  محدب  یسازنهيبههای  روش   با توانيم  را  تاوانيده  دوم  یها توان

  كه   شود يم   باعث  موضوع  نیا و  بوده   محدب  ري غ   هایيابعت  باشند، يم  يوستگ ي پ  و   ي یناار  ،يتنک   م لوب   ي ژگیو  سه

در این راستا،  .  كنديم   موامه  مشک    با   را  یسازممين يم  مساله  تابع،  نیا  ن ودن  محدب.  ن اشد  محدب(  2)  هدف  تابع

سلاا    وومود دارد: در رویکرد اول، ابتدا تابع تاوان غير محدب را با یس تابع محدب تقری  زده  كلي  دو رویکرد  

كنند. رویکرد دوم، استساده  مي   ح   محدب  یسازنهي به    یهاتمی الگور  از  استساده  با  را  محدب  ري غ  یساز نهي به   مساله

توان  های غير محدب ميهای مومود برای تقری  تاوان های كاه  مختصات است. از ممله الگوریتم از الگوریتم 

الگوریتم دومبه  درمه  تقری   كردخ ي    تقری و    موضیي  های  اشاره  این  ( ]9[  ،]6[)  موضیي  از  یس  هر  اما   .

  اگر   كه  است  ن یا  موضیي  تقری  درمه دوم  تمیالگوربر    وارد  رادیاها دارای برخي نقا  ضیف هستند.  الگوریتم 

.  شوديم  حذف  یينها  مدل  از  جهي نت  در  و  شودينم  مدل  وارد  یبید  تکرار  در  شود،  حذف  تکرار  هر  در  ري متغ  سی

 2008در سال    يل   زو ومشک ،  این    بر  غل ه   یبرا  .كند  ي م  عم   شروي پ  انتخاب  روش   مشابه   روش   نی ا  ن،یبنابرا

 
1 Smoothly Clipped Absolute Deviation 
2 Oracle property 
3 Minimax concave penalty 
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و برتری این الگوریتم را    دادند  شنهادي پ  محدب  ريغهای تاوان  ابع ت   یتقر  یبرا  را  يموضی  يخ     یتقر  تمی الگور

دادند نشان  موضیي  دوم  درمه  تقری   الگوریتم  به  مدل  . ]9[  نس ت  در  الگوریتم  دو  این  از  یس  هيچ  های  اما 

های رگرسيوني  برای برازش مدل، رویکرد كاه  مختصات  در مقاب ید بالا كارایي لازم را ندارند.  برگرسيوني  

های تاوانيده مورد استساده  های كاه  مختصات در مدلتاكنون انواع الگوریتمید بالا بسيار مناس  است.  بتاوانيده  

های تاوان محدب  ها در ابتدا برای تابعاشاره كرد. این الگوریتم[  10-14]توان به  قرار گرزته است كه از ممله آنها مي

نيز میرزي شدند. به عنوان    MCPو    SCADهای  هایي از آنها برای تاوانتیميمسلاا  مانند لاسو میرزي شدند، اما  

را  موضیي  خ ي تقری  كارگيری رویکرد كاه  مختصات، الگوریتم  با به 2011در سال  نمونه، برهني و هوآنگ 

های  های رگرسيوني با تاوانكارا در برازش مدله طورتواند بمي این رویکرد  و نشان دادند كه چگونه  به ود دادند  

برهني و  سلاا  .  ]15[    با بید بسيار بالا نيز قاب  استساده استیثر بوده و در مساوم  MCPو    SCAD  مانند  غيرمحدب

  یگروهي را برای ح  مسا  الگوریتم كاه  الگوریتم را به حالت گروهي تیميم داده و  این    2015در سال  هوآنگ  

   .]16[ های با ساختار گروهي میرزي كردندسازی در مدلبهينه

مزیتترمهم            در  هی ارا  الگوریتم  ین  هيچ    ]16[شده  به  نياز  آن  امرای  زیرا  است،  آن  محاس اتي  كارایي 

گيری ندارد و تنها شام  تیداد اندكي عمليات  س ات ماتریسي دشوار مانند وارونا سازی عددی پيچيده یا محبهينه

برای انتخاب متغير    2012در سال  شي    توسطپي  از این الگوریتم دیگری  لازم به ذكر است كه  حسابي ساده است.  

با این ومود، برتری      .است  ]16[گروهي در    اح  آن بسيار ش يه الگوریتم كاه  كه مر  ]17[شده بود    هیاراگروهي  

های دقيقي  این است كه برای حالت تس گروهي، این الگوریتم در هر مرحله مواب   ]16[ه شده در  یاراالگوریتم  

،  نياز به چندین تکرار برای همگرا شدن به همان مواب دارد  ]17[شده در شي  هیروش ارا  . در مقاب ،كندرا توليد مي

   به ع ارت دیگر، این الگوریتم پایدار نيست.  

   3شود. در بخ   مدل ممیي ناپارامتری میرزي مي   2در ادامه، ساختار مقاله به صورت زیر است: در بخ               

  میرزي با    4در بخ   شود.  های متداول انتخاب گروهي پرداخته ميبه موضوع انتخاب متغيرگروهي و میرزي روش

  ، م الیات عددیبا    5پردازیم. در بخ   ی برای انتخاب متغير ميسازنهي به  مسالهگروهي به ح     كاه    تمی الگور

  6در بخ     كنيم.مختلف بررسي مي   تاوان  هایابعرا تحت تدر انتخاب متغيرهای مهم  عملکرد الگوریتم مذكور  

 شود.   ه مي یتحلي  یس مجموعه داده واقیي ارا

 

 مدل جمعی ناپارامتری   ۲

    :شودزیر تیریف مي  صورتبهمدل ممیي ناپارامتری  

(3                                                             )( )
p

j j
j

Y f X 
=

= +
1

 

)متغير پاس  مركزی شده،  Yكه  ,..., )TpX X=X ها توابع یس متغيره نامیلوم هموار  jf  متغيرهای توضيحي،  1

)با   )j jE f X  =  ها برابر jfشود كه برخي از همچنين زرض مي خ ای تصادزي با ميانگين صسر است.    و 0

ی غيرصسر در مدل زوق و هالسهوم، یازتن  گریدع ارتبههدف، پيداكردن متغيرهای توضيحي مهم یا  صسر هستند.  
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  را با استساده از  هاابع نامیلوم هستند، ابتدا باید این تjfهای ابعست. از آنجا كه برخلاف مدل خ ي، تا  برآورد آنها

مقاله، نيم.  بز  تقری  اسلالاین  -Bای  هپایه این  اسلالاین   در  استساده  jfبرای تقری   یاچندمملههای  از  .  شودمي ها 

كليت،   دادن  دست  از  ميبدون  كه زرض  بازه  jXكنيم  در  را  خود   مقادیر  ,0 و  مياختيار   1 كند 

...
K K

   
 +

=     =0 1 10 ازرازی از    1 ,0 ]های  به زیر بازه  1 , )
k k
 

Kبا  1+   گره داخلي با زواص  یکسان

,...,های با گره  qای از درمه باشد. یس اسلالاین چندممله ,
k

k K = qای از درمه ای تکهممله  چندس، ی1 −1 

qاست كه مشتق آن تا مرت ه  − ها، دارای  ها با یس دن اله ثابت از گرهمومود و پيوسته باشد. مجموعه اسلالاین  2

شده - Bهای  پایه نرمال  اسلالاین  ( ), ( ),..., ( )
K q

B x B x B x
+1 2

بيشتر  مي   اطلاعات  برای  - Bتوابع    دربارهباشند. 

 بزنيم زیر تقری   صورتبهرا jfیها لسهومتوانيم مرامیه كنيد. بنابراین مي ]19[و  ]18[سلالاین به ا

( ) ( ) ( ),                 ,...,
K

T

j jk jk j j
k

f x B x x j p
=

 = = β B
1

1 

)كه  ) ( ( ),..., ( ))T
j j jK
x B x B x=B 1

)، اسلالاین -B  ایهپایه ,..., )T
j j jK

 =β 1
نامیلوم     ضرای   وبردار 

'K K q= پایه  + كنيد باشنديمها  تیداد  زرض   .( , ),...,( , )
n n
y yx x1 1،n از )مشاهده  , )YX  كه باشند 

( ,..., )T
i i ip

x x=x |و    1 | ( )
m

i
i

a
=

  = = 
 
a a a

1
122 2

1

maنرم اقليدسي بردار       ،تابع هدفباشد. بنابراین 

 ویسيم زیر بن  صورت بهتوانيم را مي  تاوانيده
 

( ) ( ) ( )                          ( )
p pn

T

i j j ij j
i j j

Q y x p
n


= = =

 
= − + 

 
  β β B β

2

1 1 1

1 4
2

 
 

p(.)كه 


و    انق اض ضرای  رگرسيوني را كنترل    كننده است تنظيمپارامتر    تابع مریمه  ميزان  با كنديمكه   .

)توان تابع استساده از نمای  ماتریسي مي  )Q β  ساده كرد زیر صورت بهرا 
 

( ) ( )                                          ( )
p

j
j

Q p
n


=

= − +β y Zβ β
2

1

1 5
2

 
 

كه 
( )

( ,..., ),  ( ,..., ) ,  ( ,..., )T T T T

n pK p p n
y y


= = =Z Z Z β β β y1 1 است و  1

j
Z استزیر  صورتبه : 

 

.

( ) ( ) ... ( )

( ) ( ) ... ( )

( ) ( ) ... ( )

j j j j jK j

j j j j jK j

j

j nj j nj jK nj

B x B x B x

B x B x B x

B x B x B x

 
 
 =
 
 
 

Z

1 1 2 1 1

1 2 2 2 2

1 2


 

 

تابع    Kكند، یینيساختار گروهي پيدا مي  Zاسلالاین، ماتریا طرح -Bی  اههیپاها توسط  jfبا تقری                

ام برای تقری pایتابع پایهK، و به همين ترتي f2ای دوم برای تقری تابع پایه  f1،  Kای اول برای تقری پایه

pfبنابراین  به كار مي برقراریروند.  )  برای  )
j j
f x = باید  0 بردارهمه مؤلسه ،  )های  ,..., )T

j j jK
 =β صسر   1

رای  برای انتخاب متغير    تاوان   های ابع. از ممله تهای انتخاب متغير گروهي استساده كرد شوند، ییني باید از روش
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های تاوان در  این تابع.  گروهي را نام برد  MCPگروهي و    SCAD  تاوان،  گروهيی  لاسو  تاوانتوان  گروهي مي

  SSGLبه  سوممو  همچنين یس روش بيزی  .اندمورد بررسي قرار گرزته  [11،  23-20]
برای انتخاب متغير گروهي    1

در بخ  بید ابتدا به  . ]24[ ه شده استیارا 2022در سالی و همکاران ابراساس تابع تاوان لاسوی گروهي توسط ب

 پردازیم.مي یسازنهي به  مسالهگروهي برای ح   و سلاا الگوریتم كاه   هاتابعمیرزي این  
 

های انتخاب متغیر گروهیروش  ۳  
، هنگام برآورد و انتخاب متغيرهای مهم، هر گروه از متغيرها را به عنوان یس واحد  ي گروهمتغير  انتخاب  در رویکرد

از مدل   ی یس گروه، یا همگيكند. در نتيجه متغيرهاگيرند و این عم  زرآیند انتخاب متغير را تسهي  مي در نظر مي

تواند دلای  و اهداف متساوتي داشته باشد.  مانند. ساختار گروهي متغيرها ميدر مدل باقي ميهمگي  یا  و  شده  حذف

توانند در یس گروه های متیلق به یس مسير بيولوژیکي یکسان ميهای بيان ژني، ژنبه عنوان مثال، در تحلي  داده

توانند به عنوان یس گروه در قرار بگيرند. همچنين در م الیات پيوند ژنتيکي، نشانگرهای ژنتيکي از ژن یکسان مي

 ها مورد تومه قرار دهيم.نظر گرزته شوند. م لوب است ساختار گروهي را در تحلي  این نوع داده

  میرزي شدبه صورت زیر  ]11[ گروهي توسط یوآن و لين یلاسو تابع تاوان  ابتدا           

( )    
p

j j
j

P c
=

= β β
1

 

پارامتر مریمه وكه 
j
c  شوند. یس انتخاب مناس  استساده مي   هاگروهها برای تیدی  اندازه

j j
c d=    كه است

j
d اندازه گروهjهاگروهبا تومه به یکسان بودن اندازه تمام  .باشدام مي،  

j
c K=  است.   شده گرزتهدر نظر 

از ویژگي پيشگویي برخوردار نيست. دلي  این مشک  آن    بيان شد، تاوان لاسو   1طور كه در بخ   همان            

شود كه  گيرد. این امر باعث مياست كه تاوان لاسو برای تمام ضرای  مدل ميزان انق اض یکساني را در نظر مي

باشد، زیرا قادر به تشخيص ضرای  كوچس از ضرای   تر از مدل واقیي  میمولا بزرگ  لاسوتوسط    شدهانتخابمدل  

  كند. زیادی را وارد مدل مي  تي اهم يب  هایصسر نيست. تابع تاوان لاسوی گروهي هم رزتاری ش يه لاسو داد و گروه

گروهي استساده كنيم. این    MCPگروهي و    SCADتری مانند  مناس    هایتاوان رسد كه از  لذا، من قي به نظر مي

  SCAD  هایتاوانصورت استساده از  در    مناس  را دارند.  تاوانهای م لوب یس تابع  همه ویژگي   تاواندو تابع  

 :زیر است شک  كلي  ( دارای5در راب ه ) تاوانگروهي، ع ارت  MCPگروهي و 

( ) ( ; )       
p

j j
j

P c


 
=

=β β
1

 

گروهي،   MCP تاوان تابع برایكه در آن، 
| |

( ; ) ( ) ,  
x t

x dt


   


+
= − 

0

1 }و 1 }x xI x
+
=  0. 

  كهيهنگام → ،MCP  تابع تاوانبرای  همچنين، .  شوديمگروهي همگرا ی لاسوگروهي به SCAD  

گروهي  
| | ( )

( ; ) min{ , } ,  
x t

x dt




   


+

+

−
= 

−

0

1 2
1

  است.

 

 
1 Spike-and-Slab Group Lasso 
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ی ساز نهیبه مسالهحل   ۴  

كنيم كه  مي، ییني زرض میري گيمرا در نظر  مسالهابتدا یس حالت خاص از این  ،(5) كردن تابع هدفمينيممبرای 

های ماتریا 
j

Z    در ادامه با    .دیآيم دست  هی صریحي برای ضرای  ب برآوردگرهامتیامد باشند. تحت این زرض

،  كنديماین الگوریتم هر بار تابع هدف را نس ت به یس گروه تکي بهينه    ازآنجاكه،  گروهي  كاه  الگوریتم    میرزي

 سازی استساده خواهند شد.گروهي برای بهينه كاه برآوردگرها در الگوریتم   این 

 

ی متعامد هاگروه  ۴-1  

,به طوری كه   متیامد هستند  هاگروهكه  كنيم  زرض مي  در این بخ ، ,  kj j K j kn j = = Z Z I Z Z در این  .  0

,صورت بهگروهي    تسمتغيره    Kرگرسيوني مدل    pبه برآورد   مسالهحالت    ,...,j jy Z j p = + = كاه   1

jزرض كنيد   .یابدمي j
n

=β Z y
1  بردار ضرای برای  میمولي    های دومكمترین توان   برآوردjβ  باشد. بدون از

jcكنيم دست دادن كليت زرض مي  = . از طرزي چون  1
j j Kn
 =Z Z Iبنابراین ، 

 

                               = + .
j j j j j

n n
− − −y Z β β β y β

2 22 21 1  

 

jبرای مدل  تاوانيده تابع هدف ،در نتيجه jy = +Z β زیر نوشت   صورتبهتوان را مي 
 

( ; , ) ( ; , ).
j j j j j j

n
     − + = − +y Z β β β β β

221 1
2 2

 
          

)كنيد    فرض  ابتدا،  jβهای دوم تاوانيده برداربرای برآورد كمترین توان   )( ; ) ;
j

j j

j

H u =
β

β β
β





كه در  

 شودبه صورت زیر تیریف مي u(.,.)آن

     

( ; )       | |            

       .

t t

u t t

t t

 

 

 

− 


= 
 +  −

0 

 

ی  لاسو برآوردگرهای  توان  مي،  MCPو    SCAD،  لاسو  تاوان  هایبرابر تابع  (.)با در نظر گرزتناكنون              

 دست آورد هزیر ب صورتبهگروهي را   MCPگروهي و  SCADگروهي، 
 

 :  ( ; )                                                                                 ( )
j j

Group LASSO H  = 6


 

( ; )          
 :  ( ; , )                       ( )

                               

j j

j S j

j j

H
Group SCAD F


   

   

  


 −= = 

 


1 7






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( ; )                              

( ; ),       :   ( ; , )                      ( )

                                .

j j

j jj M j

j j

H

HGroup MCP F

  

 
      

 

  

 


−
 = = 

− −
 


2

1 2 8
2 1



 



 

          

 روند. به كار مي 2-4در بخ   گروهي  كاه  های ساختمان الگوریتم  بلوک عنوانبهبرآوردگرهای زوق  

 

 گروهی  کاهشالگوریتم   ۴-۲

مکرر برای    طور بهكنند و این چرخه  هر بار تابع هدف را نس ت به یس پارامتر تکي بهينه مي   كاه های  الگوریتم 

گروهي هر بار تابع هدف را نس ت    كاه  مشابه، الگوریتم    طوربهیابد.  سایر پارامترها تا رسيدن به همگرایي ادامه مي

شود. این  تا رسيدن به همگرایي تکرار مي  هاگروهسازی برای سایر  ينهبهكند و این عم   به یس گروه تکي بهينه مي

باشند، چون  گروهي مناس  مي  MCPگروهي و    SCADگروهي،  ی  لاسوهای  یژه برای برازش مدلوبهالگوریتم  

 باشند.  يمگروهي دارای شک  بسته -دیدیم، هر سه برآوردگر مذكور در یس مدل تس  كه  طورهمان

نس ت به ضرای  گروه  دوم خ ا  هایسازی مجموع توان گروهي شام  بهينه  الگوریتم كاه هر مرحله از               

j كنيد تیریف لذا باشد. مي 

( ) ( ; , )
j j k k j j j j

k j

Q c
n

  


= − − +β y Z β Z β β

21
2

 

كه 
k
β آخرین مقدار به روز شده

k
β  .حالاست

j k k
k j

=y Z β  1و
( )

j j j
n

= −s Z y y   در نظر بگيریدرا.  

دقت كنيد كه 
j

y    همان مقادیر برازش شده بدون در نظر گرزتن گروهj    وام
j

s    های دوم  كمترین توان برآورد

میمولي
j

β های دوم توان كمترین مشابه رگرسيون بنابراین، است.  روی متغير پاس  هاپا از تیدی  اثر سایر گروه  

میمولي، مقدار 
j

β  كنندهكه مينيمم( )
j j

Q β  باشد، برابر با مقدار
j

β    رگرسيون كردنای است كه از
j

Z    روی

، ییني يمزئهای  يماندهباق
j

−y y،  كننده ممي ميندانيم كه  مي  1-4ا تومه به بخ   بآید.  دست ميهب( )
j j

Q β   برابر

( ; , )
j

F  s  است كه(.)F باشد. ( مي8( تا )6های )، یکي از مواب تاوانبه تابع  با تومه 

)زرض كنيد            ) ( ) ( )( ,..., )T
p

 
=β β β

0 0 0
1

    مقادیر اوليه ضرای  وt  كاه تکرار باشد. الگوریتم    دهنده نشان  

;.)با قرار دادن  خلاصه شده است. در این الگوریتم    1در الگوریتم  گروهي   , )F    هایبرابر یکي از مواب
jβ


 

در    βگروهي را برای بردار ضرای   MCPگروهي و    SCAD(، برآوردهای لاسوی گروهي،  8( تا )6در روابط )

)دهد كه  ، همگرایي زماني رخ مي1 الگوریتم 4آوریم. در مرحله دست مي( به 5مدل ) ) ( )t t

j j
+ − β β

1. 

;.)با قرار دادن  در این الگوریتم             , )F     های برابر یکي از مواب
jβ


(، برآوردهای  8( تا )6در روابط )  

گروهي،   و    SCADلاسوی  ضرای    MCPگروهي  بردار  برای  را  مدل  βگروهي  به5)در                                                                                                                                 ت دس( 

)دهد كه  ، همگرایي زماني رخ مي1  الگوریتم 4آوریم. در مرحله مي ) ( )t t

j j
+ − β β

1. 
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 گروهي  الگوریتم كاه  : 1الگوریتم 

دهيد  1مرحله   • قرار   :t باقيمانده  0= اوليه  بردار  را  و  =صورت بهها  −r y y   كه بگيرید  نظر  در 

( )
p

j j
j=

=y Z β
0

1

. 

j,...,: برای 2 مرحله • p=1 :محاس ات زیر را انجام دهيد 

    آ. 
( )t

j j j
n

= +s Z r β
1    

   ب. 
( ) ( ; , )t

j j
F  + β s

1  

   . پ
( ) ( )( )t t

j j j

+ − −r r Z β β
1 

tروزرساني  ه: ب3 مرحله • t+ 1. 

 را تا رسيدن به همگرایي تکرار كنيد.   3و  2: مراح 4 مرحله •
 

ب( چون در هر    از نظر هزینه محاس اتي بسيار كارا است.   است: الف(  از دو مزیت عمده برخوردار  الگوریتم  این 

به هب  مرحله نس ت  هدف  تابع  روزرساني، 
j

βمي نزولاین  شود،  مينيمم  ویژگي  دارای  ییني    ;است  1ي الگوریتم 

)كه نشان دادند    ]16[  برهني و هوآنگاز طرزي،  دهد.  تابع هدف را كاه  مي   ، الگوریتم با هر تکرار )
j j

Q β   یس

يداً محدب نس ت به اك تابع 
j

β  يداً محدب بودناكبا تومه به  نزولي این الگوریتم ویژگي  ، است. بنابراین( )
j j

Q β

 دهد. همگرایي الگوریتم را نتيجه مي ، 

محدب است،    (5تاوانيده )  هدف، كه تابع  گروهيی  لاسو تاوانلازم به ذكر است كه در صورت استساده از            

گروهي كه    MCPگروهي و    SCADكند. اما برای  قضيه زوق همگرایي الگوریتم به مينيمم سراسری را ثابت مي 

 پذیر است. محدب و غير محدب است، همگرایي به یس مينيمم موضیي امکان دو تابعمجموع  (5) تابع هدف

 

 سازیمطالعات شبیه 5

  ی مربو  به سددازنهي به مسدداله ح   در را  يگروه  كاه    تمیالگور عملکرد  ،سددازیهي شدد    از  اسددتساده با  بخ ، ن یا  در

  نمونه   حجم  كه  مكني يم زرض مثدال  ن یا  در.  مكني يم  يبررسددد   مختلف تاوان  تابع سددده  تحدت  مهم  یرهاي متغ  انتخداب

nبرابر = ,برابر  يحي توضددد   یرهاي متغ  تیداد و  200 ,p = 100 500   ي تصدددادز   یرهاي متغ  ها iXن ي همچن .  دن باشددد   1000

)کنواختی  مسدتق  , )0 دو مدل ممیي ناپارامتری زیر را در   .اندشدده زرض  اسدتاندارد  نرمال  عیتوز یدارا  خ اها و  1

 :بگيریدنظر 

) ها از مدل: داده(1)مدل  • ) .j j

j

Y f X 
=

= +
4

1

1  اندكه در آن توليد شده 74

( )
( ) ,      ( ) ( ) ,      ( ) ,

( )

( ) ( / ( ) / ( ) / ( ) / ( ) / ( ) ).

sin x
f x x f x x f x

sin x

f x sin x cos x sin x cos x sin x





    

= = − =
−

= + + + +

2
1 2 3

2 3 3
4

4 25 3 2 1
2 2

6 0 1 2 0 2 2 0 3 2 0 4 2 0 5 2
 

 
1 Descent property 
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): داده ها از مدل(2)مدل  • )j j

j

Y f X 
=

= +
6

1

 اند كه در آنتوليد شده 

                                   
( ) ( )

( ) ,       ( ) ,        ( ) ,

( ) ,        ( ) ( / ) ,       ( ) ( / ) .

x xe e e e
f x f x f x x

e e

f x x f x x f x x

− − − −

− −

− − −
= − = + = −

− −

= − + = − − = − − +

10 10 10 10
3

1 2 310 10

3 2 2
4 5 6

2 21 1 2 1
1 1
2 1 8 0 5 1 8 0 5 1

 

 

مدددل            مدتدغديدرهددای(1)  در   ،), ,( ,X X X X1 2 3 مدددل4 در  مدتدغديدرهددای(2)  و   ،), , ,( , ,X X X X X X1 2 3 4 5 6

كنند.  در پيشددگویي پاسدد  هيچ كمکي نمي  هسددتند و بقيه متغيرهای توضدديحي  متغيرهای توضدديحي موثر بر پاسدد 

 های ممیي غير صسر است. پيدا كردن متغيرهای توضيحي مهم، یا ب ور میادل شناسایي مولسه ،هدف

.  شدودمي  اسدتساده  ،کسدانی  هایهاصدلز با ،گره 4 با  يمکی    ن یاسدلالا   -B  ایههیپا  از  ها،  jf یتقر یاابتدا بر            

پارامتر ي مقدار گروه  MCPتاوانتابع  یبرا =   ي مقدارگروه  SCADیبرا  ، 3 =  پارامتر  انتخاب یبرا و 4

𝜆   تیميم  متقاب   ياعت ارسدنج روشاز( یازتهGCV)  بار تکرار   500ی پا از  سدازهي شد    ینتا میيار    .اسدت  شددهاسدتساده  

  نيانگي م NST  شدده،انتخاب  صدسرهای غيرلسهوم تیداد  ن ي انگي م  NS مدول،  ن یا در.  شدده اسدت  خلاصده  1مدول  در

های غير  لسهودرصدد دزیاتي كه همه م  INهای غيرصدسر انتخاب شدده كه در مدل واقیي غيرصدسر هسدتند،  لسهوم  تیداد

  نيانگي م شدهیر RMSE واند صدسر تشدخيص داده شددههای غيرلسهوصدسر در مدل واقیي، توسدط این روش به عنوان م

 :شودمحاس ه مي ریز  راب ه از RMSEمقدار  . است  شدهگزارش  تکرار، بار 500 در خ ا مربع
 

( )
n

i i
i

RMSE
n

 
=

= −
2

1

1  
 

در آن  كه
i

 و يواقی  ن ي انگي م
i


شده برآورد  ن ي انگي م

i
Y  بودن میلوم  شر به

i
X باشد.يم 

  تاوان   هایتابع  تحت( 5)  یسازنهي به مسداله  ح  در  گروهي  كاه    مي الگورت  شدود كهمشداهده مي  1در مدول   

، تحت هر یس از سدده تابع 1در مدل  .  گروهي عملکرد مناسدد ي دارد MCPگروهي و  SCADلاسددوی گروهي،  

,(% دزیات متغيرهای مهم100تاوان، در  ,( ,X X X X1 2 3 شدددوند. با این ومود، تابع تاوان  به درسدددتي انتخاب مي 4

 RMSEتر دارد. براسدداس میيار  های بزرگگروهي در مقایسدده با دو تابع تاوان دیگر، تمای  به انتخاب مدلیلاسددو

گروهي در مقایسددده با دو مدل دیگر اندكي    توان دید كه مقدار خ ای مدل برازش شدددده با تابع تاوان لاسدددویمي

ها مدلگروهي نسد ت به دو مدل دیگر كمتر اسدت، اما تساوت خ ای این   MCPبيشدتر، و خ ای متناظر با تابع تاوان  

 بسيار ناچيز است. 

 مقددار  بده سید نزد  شددددهانتخداب  مهم  یرهداي متغ  تیددادمتوسدددط    تداوان،  هدایابعتحدت هر یدس از تد ، (2)ر مددل د

تر را  هدای بدا انددازه بزرگگروهي گرای  بده انتخداب مددلیلاسدددودر این مددل نيز تدابع تداوان    .اسدددت 6  يین ی  ،يواقی

pاگرچه برای  دهد.تری را نتيجه ميگروهي مدل كوچس MCPدارد و در مقاب ، تابع تاوان  مناسد ت مدل   100=

، كسدایدت مددل ممیي  pتوان نتيجده گرزدت، امدا بدا اززای  هدای برازش شدددده بدا هریدس از سددده تدابع تداوان را مي

 یابد. گروهي كاه  مي  كاه  یتم  ناپارامتری برازش شده به كمس الگور
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كاه   ی سازهيش    ینتا  .1جدول الگوریتم  عملکرد  بررسي  در  برای  ت  گروهي  با  ناپارامتری  ممیي  مدل  گروهي،    لاسویتاوان    هایابعبرازش 

SCAD    گروهي وMCP    .گروهيNS شده، انتخاب  های غير صسرلسهو م  تیداد   ن يانگيم  NST  ده كه به  شصسر انتخابهای غير لسهو م   تیداد  ني انگيم

  در  خ ای مدل   RMSE  واند  های غير صسر در مدل واقیي، به درستي تشخيص داده شده لسه و درصد دزیاتي كه همه م  INاند،  درستي انتخاب شده 

   (دهند.اعداد داخ  پرانتز انحراف میيار را نشان مي) . تکرار بار  500

 

 مثال کاربردی 6

 بالا، یدب  یهادادهبندی مدلسدازی  بهينه مسدالهگروهي در ح     الگوریتم كاه    كارایيبرای بررسدي    در این بخ ،

توسدط    كه  میري گيم  نظر  در را  ا ي لي سدوبت   لوسي باسد   در (B2ين تامیو)  ن ی وزلاویر  دي تول  به مربو   هایدادهمجموعه  

در  . در دسدترس اسدت Rنرم اززار   ''hdi''  بسدته  درو   ]25[  مورد اسدتساده قرار گرزته  2014در سدال بالمن و همکاران  

pناي ب  س ح  تمیلگار به عنوان متغير پاس  و  ن ی وزلاویر  دي تول  نرخ  تمیلگار  ها،این داده = به عنوان متغيرهای   4088

nبه شددام  اطلاعات مربو   داده  مجموعه  این . شددوندتوضدديحي در نظر گرزته مي = پيدا كردن   ،اسددت. هدف 71

 های مؤثر در پي  بيني نرخ توليد ری وزلاوین است.  ژن

.  شوديم  استساده  (3ی )ناپارامتر ممیي  مدل از، ژن  4088  و  نرخ توليد ری وزلاوین   ن ي ب راب ه  یسازمدل یبرا  

  بریم. همچنينكار ميگروهي را به  MCPگروهي و   SCAD  ،گروهي یلاسو تاوان هایتابع  برای برازش این مدل،

 گره 4 با  يمکی    اسددلالاین   از و دن باشدد  1 و 0  ن ي ب آنها ریمقاد  كه  كنيمبندی مياسي مق   یطور  را  توضدديحي  یرهاي متغ

 هدای دومتوان  مجموع  ،هدای انتخداب شددددهژن  تیدداد  2مددول  .  شدددوديم  اسدددتسداده  هدای ممیيبرآورد مؤلسده  یبرا

)( و ضددری  تیيين RSSها )ماندهي باق )R2    كه این مقادیر، به ترتي ، به صددورت  دهديم نشددان  را روش  هر بامتناظر

( )
n

i i

i

RSS y y
=

= − 2

1

  و
yy

RSS
R

S
= −2 از میيدارهدای     𝜆شدددوندد. برای یدازتن مقددار بهينده پدارامتر  ميمحداسددد ده    1

( اسددتساده شددده  AIC( و میيار اطلاع آكائيس )BIC(، میيار اطلاع بيزی )GCVاعت ارسددنجي متقاب  تیميم یازته )

  :شونداین میيارها به صورت زیر محاس ه مياست.  

 p LASSO   SCAD  MCP مدل 

RMSE IN NST NS  RMSE IN NST NS  RMSE IN NST NS 

   

 

مدل  

1 

100 5/13 100 4 
(0) 

23/62 
(9/24) 

 5/07 100 4 
(0) 

13/73 
(7/77) 

 5/90 100 4 
(0) 

5/74 
(2
/32) 

500 5/18 100 4 
(0) 

35/46 
(16/85) 

 5/10 100 4 
(0) 

21/05 
(13
/73) 

 5/08 100 4 
(0) 

7/02 
(3
/59) 

1000 5/15 100 4 
(0) 

40/82 
(17/58) 

 5/09 100 4 
(0) 

32/37 
(15
/75) 

 5/07 100 4 
(0) 

7/68 
(3
/70) 

 

  مدل

2 

100 0/74 97 5/97 
(0
/18) 

27/97 
(10/37) 

 0/64 97 5/97 
(0
/17) 

25/67 
(6/47) 

 0/61 91 5/91 
(0
/31) 

10/5 
(2
/64) 

500 0/83 79 5/77 
(0/45) 

41/09 
(17/37) 

 0/71 91 5/89 
(0/33) 

45/18 
(8/66) 

 0/67 68 5/63 
(0
/57) 

12/85 
(3
/37) 

1000 0/90 67 5/60 
(0/64) 

45/86 
 (22
/40) 

 0/76 79 5/74 
(0/52) 

50/51 
(11
/06) 

  0/71 55 5/40 
(0
/77) 

14/17 
(3
/25) 
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 , ( ) ,                  ,

)

 

(

  
L

AIC L df BIC L log n df GCV
df

n

= + = + =

− 2

22 2
1

 

تیداد ضرای  غيرصسر مدل   𝑑𝑓تیداد مشاهدات و   𝑛های دوم خ ا )یا لگاریتم تابع درستنمایي(، مجموع توان   𝐿كه 

 داده شده است   به ازای  

براسداس میيارهای مختلف، مدل یکسداني را نتيجه   𝜆، مقدار بهينه  MCP، برای تابع تاوان 2با تومه به مدول   

 ،XKDI_at،YCKE_at،YFHI_at،YJZB_at،YTGD_atهای انتخاب شددده در این مدل ع ارت از دهد. ژنمي

YURN_at،YVFK_at YWRE_at  هسدتند. اگرچه مقادیرRSS وR2 شدده با های برازشمناسد ت هر یس از مدل

كند و تابع های بيشددتری را انتخاب ميگروهي تیداد ژن  لاسددویكنند، اما تابع تاوان هر سدده تابع تاوان را تایيد مي

دهد. به طور خلاصده، با تومه به اندازه تری را نتيجه ميژن، مدل مقرون به صدرزه 8گروهي با انتخاب    MCPوان  تا

 دهد.  ها برازش ميگروهي مدل بهتری را به داده MCPمدل و میيارهای نيکویي برازش، تابع تاوان  

 
 ضری  تیيين  𝑅2ها،  های دوم باقيماندهمجموع توان RSSشده،  های انتخابتیداد ژن NSهای واقیي.  نتای  تحلي  داده. ۲جدول 

 

 

 

 

 

 

 گیری  نتیجهبحث و   7

ممیي ناپارامتری بید بالا با استساده از رگرسيون تاوانيده مورد  برآورد و انتخاب متغير در مدل    موضوع در این مقاله،  

های دوم كردن مجموع توان مينيممبرای    سازیينهبههای  استساده از روش  تحقق این امر مستلزم  بررسي قرار گرزت.

سازی استساده شد. در نهایت  ينهبه   مسالهگروهي برای ح     كاه  الگوریتم     در این راستا، ازخ ای تاوانيده است.  

مثال   قال  یس  الگورتيم در  این  تابع  مجموعه داده واقیي  یس  و تحلي   سازی  يهش  عملکرد    لاسوی تاوانبا سه 

قرار    MCPو   گروهيSCAD   گروهي، نتای   گرزتگروهي مورد ارزیابي  سازی عملکرد مناس  الگوریتم  يهش . 

این  را در    كاه   تاوان مذكوربهينه  مساله ح   های  در خصوص مقایسه مدل  .دهديمنشان    سازی تحت سه تابع 

ی لاسوناچيز است، اما تابع تاوان    هامدلاین  اگرچه اختلاف خ ای  برازش داده شده با این سه تابع تاوان گروهي،  

  MCPو گروهي  SCAD هایتاوان  كند. این در حالي است كهمتغيرهای توضيحي بيشتری را وارد مدل ميگروهي 

شده با  توان نتيجه گرزت كه مدل ممیي ناپارامتری برازشمي   لذا  شوند.تری ميهای كوچسمنت  به مدلگروهي  

گروهي، با انتخاب متغيرهای توضيحي    كاه سازی به كمس الگوریتم  بهينه  مسالهو ح   گروهي  MCP تابع تاوان  

 دهد. تری را نتيجه ميكمتر، مدل مقرون به صرزه

ش يههمان           مثال  در  كه  متغيرهای  دیدیمسازی  طور  تیداد  اززای   با  اندازه    نس ت  𝑝  توضيحي ،  ، 𝑛نمونه  به 

شود  يار بزرگ باشد، توصيه ميبس  nبه نس ت    pكه گيرد. هنگاميهای پيشنهادی تحت تاثير قرار ميروش   عملکرد

LASSO SCAD MCP  

𝑅2 RSS NS  𝑅2 RSS NS  𝑅2 RSS NS  

97/34 1/57 34  99/44 0/328 21  99/82 102 /0 8 GCV 

79/08 12/40 14  99/21 0/466 19  99/82 102 /0 8 BIC 

98/75 0/739 38  99/44 0/328 21  99/82 102 /0 8 AIC 
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بید   از یس روش غربالگری مناس   با استساده  ابتدا  برای    مساله كه  را كاه  داده و سلاا از رگرسيون تاوانيده 

مرامیه  [  26-32]های غربالگری به زن  در مورد انواع روش برآورد و انتخاب متغير استساده شود. برای اطلاعات بيشتر

   شود.

 

 تقدیر و تشکر  

 كمال گردید، مقاله این در  شدههی ارا م ال   به ود باعث ایشان ارزشمند نظرات كه محترم داوران از مقاله  هنویسند

و با استساده از اعت ارات    پ  15-82054این پژوه  در قال  طرح پژوهشي به شماره     .دارد را قدرداني و تشکر

 پژوه  و زناوری دانشگاه گيلان انجام شده است.  
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