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  چکیده 

تحل  هیتجز  ا ی  یبندخوشه  است  یريادگیروش    کی  یاخوشه   ليو  نظارت  عنوان    كه  بدون  به  تجز  کی اغلب  و    هیروش 

براداده   ليتحل الگوها   ی ها  داده   یكشف  در  مانند گروه جالب  م  ی مشتر  یها ها  استفاده  آنها  رفتار  اساس  آن   شود.يبر  از 

های هوش تکاملي به دليل موفقيت  م بهره بردن از الگوریت،  باشدمي  NP-hardل  یبندی از نوع مساخوشه مساله  جایي كه  

بتکاری زیادی برای حل  ا های ابتکاری و فراالگوریتم  باشد.در این زمينه مفيد مي  NP-hardل  یدر حل دسته وسيعي از مسا

كه از مزایای آن سرعت   هاستداده   یبندخوشه   یروش برا  نیترساده    K-means  روشاند.  ه شده یبندی اراله خوشه امس

استفاده   سهولت  آن است  و  معایب  از  به  همگرا   و  محلي    شدن  از  باشميبهينه  پس  مقاله  این  در  هدف  د.  تابع  تعریف 

الگوریتمكمينه فرا   K-meansسازی  الگوریتم  از  استفاده  قشقایي  با  نرم ابتکاری  شد.پياده    Matlabافزاردر  در    سازی 

ایجاد توازن بين جستجوی محلي    حافظه محور بودن،مسيریابي،  محور بودن،    تيجمع  یها يژگیو  قشقایي  تمیالگور  يطراح

سراسری در    و جستجوی  آن  عملکرد  بهبود  به به    دستيابيجهت  است.  نه يجواب  شده  الگور  ج ینتا  استفاده  از    تمیحاصل 

د  یشنهاديپ  يبيترك  مقا  یهاتمیالگور  گریبا  نتا  سهیمشهور  و  الگور  جی شده  كه  داد  نشان  فرض  در    یشنهاد يپ  تمیازمون 

 كاراست. مطلوب  یهابه پاسخ يابيدست

 

 ابتکاری،های فرا الگوریتم  ،  K-means  تم یالگورها،  داده بندی خوشه  ،NP- hard  لیمسا  ،سازیبهينه   :کلمات کلیدی

   .قشقایيسازی بهينه  الگوریتم

 

 

 مقدمه 1

قرار داد به طوری  های مجزا  گروه  در ای از اشياء را  توان مجموعهبندی، فرآیندی است كه به كمک آن ميخوشه

های دیگر داشته  ترین شباهت را با اعضای دستهكه اعضای درون یک خوشه بيشترین شباهت را با یکدیگر و كم

كاوشي  ،  بندیخوشه  .[1]  باشند تابع  گروه  كاویداده نظارتبدون  یک  كشف  منظور  درون به  طبيعي  بندی 
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ها را تعریف و ساماندهي گروهزیر  های متمایزكنندهكار ویژگيبندی به طور خودهای خوشهالگوریتم  .هاستداده

بندی  دهند. خوشهكند آموزش ميسایي ميهایي كه الگوریتم شناها و خوشهنموده و مدل را از روی روابط داده

، مدیریت [5]شناخت الگوها،  [4]اطلاعات  يابیباز،  [3]، یادگيری ماشين [2]كاربردهای فراواني در هوش مصنوعي

تصویر[6]اسناد پردازش  زلزله،  [9]يشناس ستیز،  [8]گفتار صيتشخ  ،[7]،  سيگنال [10]ینگارمطالعات  تحليل   ،  

  دارد. [16]و كاهش ابعاد  [15]كنندگان، انتخاب تامين [13, 14]بندی بازار، بخش [12]، تشخيص بيماری [11]

مشابه  مختلفي  معيارهای  برای  مثال  گرفت  نظر  در  توانمي  بودن  را    بندی خوشه  برای  را  فاصله  معيار  برای 

  این  به  كه  گرفت  نظر  در  خوشه  یکعنوان  به  را  هستندتر  نزدیک  یکدیگر  به  كه  را  یياشيا  و  داد  قرار  استفاده  مورد

ه شده است  یندی ارابهای مختلفي برای خوشهروش  .ميشود  گفته  نيز  فاصله  بر  مبتني  بندیخوشه  ،بندیخوشه  نوع

آن  از جمله  ميكه  روش  ها  به  افراز   یبندخوشهتوان  بر  مراتبي خوشه،  1مبتني  سلسله  بر   بندیخوشه،  2بندی  مبتني 

یا   بربندی  خوشه،  3ها داده  چگالي تراكم  گریدشبکه  مبتني  شطرنجي  خوشه 4های  مدلو  بر  مبتني  اشاره    5بندی 

 . [17]نمود

باشد. یکي  وهي ميگرسازی تشابه درونگروهي و بيشينهسازی كل عدم تشابه بين بندی كمينههدف از خوشه

 ل مختلف و پيچيده كاربرد دارد.یاست كه جهت حل مسا  K-meansها الگوریتم  بندی دادههای خوشهاز روش

اش نيز بسيار  سادگي، سریع بودن و كارا بودن به موقعيت اوليه  همچون  يیمزایاداشتن    عليرغماین الگوریتم    [18]

سال  براكر در    همچنين   [19  ،20]  د.شووابسته بوده و به همين دليل در بسياری از موارد به بهينه محلي همگرا مي

 [21] قرار دارد.  NP-hardل یبندی از نظر پيچيدگي در دسته مساله خوشهانشان داد كه مس 1987

ابتکاری  های ابتکاری و فراه از الگوریتمبا استفادها  بندی دادهدر خوشه  محققان جهت رفع این نقطه ضعف

مشکلاتي مانند سرعت همگرایي پایين، كيفيت نتایج  از  همچنان  ها  این راه حلاند ولي  ه نمودهی را ارا  راهکارهایي

ها  بندی دادهجهت بهبود دقت خوشه  جدیدی  فرا ابتکاریالگوریتم  در این مقاله    برند. يچيدگي ساختار رنج ميو پ

دارای  پارامترهای كم،  تعداد  نياز داشتن به  ساختار و    ساده بودن داشتم مزایایي مانند  علاوه بر  كه    ه شده استیارا

نتایج مناسب  كيفيت  پاسخ  سرعت  محلي  بوده  و  بهينگي  تله  از  فرار  قابليت  دارای  خوشه  و  دادهجهت  ها  بندی 

پرداخته  های فراابتکاری  ها با استفاده از الگوریتمبندی دادهسازی خوشهبه بررسي بهينهابتدا    مقالهدر این  باشد.  مي

-Kاین الگوریتم با الگوریتم    سپس   شده و  پرداختهالگوریتم قشقایي    به مراحل طراحي  ادامه. سپس در  شده است

means   های تصادفي بارها اجرا شده  الگوریتم تركيبي پيشنهادی با استفاده از مجموعه دادهشده و سپس  تركيب

 . ه شده استیارا آماری نتایج محاسباتيو سپس در گام بعدی 

  

 
 

 
1 Partitional Clustering 
2 Hierarchical Clustering 
3 Density-Bases Clustering 
4 Grid-based Clustering 
5 Model-Based Clustering 
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 پیشینه تحقیق 2

اساس    ماراني ب   یبندگروه  مانندمختلف    یهانهي فراوان در زم  یبا كاربردها  یداده كاو   روش  کی  یبندخوشه بر 

مشابه   جستجو  ایعلائم  موتور  عملکرد  با    یارتقاء  مشابه    افتنیوب  موضوعات    ی بندخوشه  [22]   باشد.مياسناد 

گروه آن  هدف  و  است  نظارت  بدون  یادگيری  درون  روش  شباهت  حداكثرسازی  اصل  اساس  بر  اشياء  بندی 

را    ي معمول  یبندخوشه  ی هاتمی، الگوريبه طور كل   [23]استای  و به حداقل رساندن شباهت بين خوشه  ای خوشه

   .كرد ميتقس ي  و سلسله مراتب  یبندبخش  یها توان به دو گروه روشيم

دل  بوده  یبندبخش   یهاروشها  ن یترمعمولاز    يکی K-means (KM) یبندخوشه به    ي، سادگ  لي و 

اجرا  یيكارا بسی  و سهولت  م   اري آن،  قرار  استفاده  این    معليرغ  .ردي گيمورد  مزایا  مانند    روشاین  مشکلاتي  از 

دام   ه ي اول   يمقدارده حساسيت   محليهای  و  مي  بهينه  مشکلات   .[24]  بردرنج  نتا  این  به  منجر    ی اخوشه  جیاغلب 

توانایيجهت حل این مشکلات   محققان شود.ينامطلوب م ابتکاری استفاده نمودهاز  الگوریتم های فرا  اند. های 

سطح   یهایو استراتژ ي بهبود محل یهاروش  ن ي ب  تعاملبا  هستند كه   يراه حل  یهاروشابتکاری  افرالگوریتم های  

منجربالاتر حل  ،  راه  فضای  در  استوار  جستجوی  توانایي    شده  به یک  به و  از   پذیرامکانرا    يمحل   یسازنهي فرار 

 [25] .سازندمي

  [26] .دهديم ش یرا نماشده هی ارا ی فراابتکاري نتایج و تعداد تجمع 1شکل 

 

 شدههیارا یفراابتکار  یهاتمیالگور ي تجمع تعداد .1 شکل 

پژوهش   1جدول   انجخلاصه  الگوریتم شدهامهای  موضوع  در   شدههیارا   های و  الگور  حيطه    ی هاتمی كاربرد 

 دهد. را نمایش مي  یبندل خوشهیجهت حل مسا ی ابتکارفرا

 ی بندل خوشهیجهت حل مسا یابتکار فرا  یهاتمیكاربرد الگور نهيشده در زمانجام یهاخلاصه پژوهش .1 جدول

 منبع سال نویسندگان الگوریتم ردیف 

 [27] 1991 سليم، سلطان  ی بندخوشه مساله  یشده برا یسازهي شب تبرید  تمیالگور کی 1

 [28] 1995 سلطان  بندی الگوریتم جستجوی ممنوع جهت خوشه هیارا 2

 [29] 2000 موليک  کي ژنت تمیبر الگور يمبتن  یبند خوشه ک يتکن 3

 [30] 2004 كار و شل بندی كلوني مورچگان جهت خوشه ه الگوریتمایار 4
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الگورایار ازدحام  بند جهت خوشه  تركيبي جدید   تم یه  الگوریتم  اساس  بر  ی 

 ذرات و جستجوی سيمپلکس 
 [34] 2008 كائو، زاهارا 
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الگوریارا الگور  یبند جهت خوشه  د یجد  ي بيترك  تم یه  اساس  ازدحام    تمیبر 
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 [35] 2010 نيکنام،اميری
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الگوریتمبندخوشه از  استفاده  با  خودكار  از  ی  گرفته  الهام  ابتکاری  فرا  های 
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  يگرانش  یجستجو   تمیبر اساس الگور  د یداده جد  یبند خوشه  تمیالگور  کی
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و ازدحام   فاختهها  تم یالگور كارآمد بر اساس ي بيترك ی بندروش خوشه کی

 شدهاصلاح ذرات
 [50] 2018 بویر، حاتم لو

 [51] 2018 ژو، لي الگوریتم كرم شب تاب  سبر اسا K-meansبندی بهيود الگوریتم خوشه 25

26 
  یبرا افته یبهبود ي مصنوع یزنبورها  ي كلون یفراابتکار   يب يترك تم یه الگوریارا

 ميسيحسگر ب ی هادر شبکه ی كارآمد انرژ یبندخوشه
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 منبع سال نویسندگان الگوریتم ردیف 
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خوشه تاب    K-meansبندی  بهبود  شب  كرم  الگوریتم  از  استفاده  با 

   شدهصلاحا
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 مساله بیان 3

تابع هدف    باشد،  اء ي مشابهت اش   یري گاندازههدف    كهدرصورتي  ن يانگي م-k  یبنددر خوشه  ی سازنهي به   1تابع هدف

اگر هدف    2ی ساز نهي شي ب بو  باشد،  در    اءي اش  ن يفاصله  هدف    3ی سازنهيكمهدف    تابعهر خوشه  تابع  بود.  خواهد 

 شود: ( تعریف مي1مطابق رابطه )

(1)                                   ( , ) , ,...,
n

i l

i

f O C O C l k
=

= − =
2

1

1 2         

 

 باشد.مي 2مطابق جدول  K-meansالگوریتم پایه مراحل 
 K-means  سازی الگوریتممراحل پياده . 2جدول 

 .شوندها انتخاب مينقطه به عنوان به نقاط مراكز خوشه K در ابتدا .1

خوشه .2 به  داده  نمونه  دادههر  نسبت  داراست،  را  داده  آن  تا  فاصله  كمترین  خوشه  آن  مركز  كه   ای 

 .شودمي

به یکي از خوشهپس تعلق تمام داده  .3 ها برای هر خوشه یک نقطه جدید)ميانگين نقاط متعلق به هر  ها 

 شود.  خوشه( به عنوان مركز محاسبه مي

 .ها حاصل نشودشوند تا زماني كه دیگر هيچ تغييری در مراكز خوشهتکرار مي 3و  2مراحل  .4

 نمایش داده شده است.  K-meansها به روش  بندی دادهچگونگي خوشه 2در شکل  

 
 K-Meansها به روش بندی داده خوشه .2شکل 

 K-meansالگوریتم  مزایای •

مناسب بودن برای ، سرعت بالا وسازی آسانقابليت پياده، محاسبات ساده  K-means  الگوریتممزایای از 

  باشد.مي بزرگ هایداده

 

 

 
1 Object Function 
2 Maximization 
3 Minimization 
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 K-meansمعایب الگوریتم  •

های  نياز داشتن به تعيين تعداد خوشه از ابتدا، حساس بودن به دادهبه  توان  مينيز    K-meansالگوریتم  از معایب  

محلي را نام    گرفتار شدن در دام الگوریتم در بهينهو    هاد خوشهنویزی و پرت، حساس بودن به مقدار اوليه و تعدا

به صورت تركيبي با     K-meansالگوریتم كارگيریهبا بتوان  مشکل گرفتار شدن در دام بهينه محلي را مي  برد.

حل مناسبي    است كه راه  یسازبهينه  روشیک  عشایر قشقایي   گوریتمالنمود.  بر طرف  های فرا ابتکاری  الگوریتم

 كه در ادامه معرفي خواهيم نمود. باشدبرای غلبه بر مشکل ذكرشده مي

 

 QA) ابتکاری عشایر قشقایی)الگوریتم فرا تشریح  4

  مانند   يمختلف  یها نهيزم  در  هانهیهز  كاهش   و  یيكارا  ش ی افزا  با  ،يمهندس  در  یدي كل   ابزار  کی  عنوان  به  یسازنهي به

  عملکرد   و  ت ي ف يك  ارتقاء   در   یي بسزا  نقش ، طراحي شبکه های عصبي  ، مسيریابي وسيله نقليهمدیریت زنجيره تامين 

 . كنديم فای ا هاپروژه 

تواند به ویژه با اطلاعات  ابتکاری، یک روش سطح بالاتر ابتکاری است كه ميسازی فرایک الگوریتم بهينه

 سازی به كار رود.  ل مختلف بهينهیحل بهينه برای مساي كم جهت جستجو كردن و یافتن راههایاندک و با تغيير

الگوریتم از  فرااستفاده  توانایي    های  به ابتکاری،  كي جواب  دستيابي  با  مسائل  های  حل  برای  را  بالا  فيت 

ها، استفاده از  الگوریتمدسته از  دهد. ویژگي مشترک این  افزایش ميای  به طور قابل ملاحظه  را  سازی سختبهينه

  [56] های خروج از بهينه محلي است.مکانيزم

الگوریتم  3شکل  در   از  الهام  برخي  جدید  ابتکاری  فرا  شب  گرفته  های  كرم  الگوریتم  مانند  طبيعت  از 

نيروی گرانش [60]، صاعقه[59]، دسته ماهي[58]، مارپيچ[57]تاب زنبور عسل[61]،  ... ارا  [62]، كلوني  ه شده  یو 

 است.

 
 های فرا ابتکاری با الهام از طبيعت الگوریتم . 3شکل 

 

فرا یک  الگوریتم  قشقایي،  عشایر  است.ابتکاری  محور  جمعيت  فراابتکاری  جمع  الگوریتم  نحوه    يهوش 

و ظرافتمولفه  ،ریكوچ عشا تجربه گروه   ریو كوچ عشا  يزندگ  یهاها  و همکار  ،يكه حاصل  دسته    یپشتکار 

  کي ستمات ي و س   یبه صورت شهود   گریبه نسل د  ي از نسل  های مطلوب كه حلو دستيابي به راه  ل یا  ی اعضا  يجمع

 [
 D

O
I:

 1
0.

71
77

3/
ja

m
lu

-2
02

4-
1-

19
87

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ja

m
lu

.li
au

.a
c.

ir
 o

n 
20

26
-0

1-
30

 ]
 

                             6 / 18

http://dx.doi.org/10.71773/jamlu-2024-1-1987
https://jamlu.liau.ac.ir/article-1-1987-en.html


 99 -116 (1403) 82 ،ی آنكاربردهادر عمليات  در  تحقيق مجله

105 

م ا  .ابدیيانتقال  ا  تم،یالگور  ن ینام  افتخار  عشا  یيقشقا  لیبه  سرزم  ری از  غرب  جنوب    تم یالگور  رانیا  ن يمعروف 

 [63  ،64] .انتخاب شده است یيقشقا

نوآوری و  مزایا  از  الگوریتمهمچنين  به  نسبت  پيشنهادی  الگوریتم  ميهای  پيشين  و  های  سادگي  به  توان 

مناسب جواب كيفيت  موردنياز كم،  پارامترهای  تعداد  اجرا،  در  و    ها،سهولت  محلي  بين جستجوی  توازن  ایجاد 

 [65] .و قابليت فرار از تله بهينه محلي اشاره نمودسریع همگرایي   جستجوی سراسری،

 

 1قشقایی  سازیبهینهالگوریتم گام های 

 ایجاد جمعیت اولیه  •

تا عضو دارد، هركدام یک نقطه شروع كوچ )از یيلاق به قشلاق و بالعکس( دارند. نقطه شروع   nفرض كنيم ایل  

 باشد.له مياكوچ هر كدام از اعضای ایل یک نقطه تصادفي در فضای شدني مس

 2انتخاب نخبه  •

معمولاً ایلات دارای سرزمين و قلمرو ایلي خاص خود بوده و تحت رهبری و مدیریت شخصي با سمت ایلخان یا  

مي اداره  بيگ  مجموعهشایل  سفيدان  ریش  و  ایل  بزرگان  كم  وند.  و  بهترین  خصوص  در  تجارب  از  غني  ای 

ترین مسيرهای عبور در حافظه خود دارند و در عبور از مسيرهای كوچ بيشتر به حافظه بلندمدت خود مراجعه  خطر

تر ایل از تجربه و حافظه كوتاه مدت تری برخوردار بوده و به همين  كنند. این در حالي است كه اعضای جوانمي

كنند. در نقطه مقابل افراد ریش  كنند و بيشتر به موقعيت قبلي خود استناد ميدليل كمتر به حافظه خود مراجعه مي

روزرساني  دهند. از این مورد جهت بهسفيد ایل كمتر به موقعيت قبلي خود را ملاک حركت بعدی خود قرار مي

  ی ها راه حل  ن یاز استخراج از بهتر  يشکل   3یينخبه گرا  .ته شده استهای جدید حركت الگوریتم الهام گرف مکان

  نیا  یيشکل نخبه گرا  ن ی، ساده تر  کي ژنت   تمیعنوان مثال ، در الگور  به  .باشديجستجو م  تمی الگور  کیموجود در  

 [66-69]  منتقل شود. یبه نسل بعد ريي گونه تغ  چي بدون ه  دي راه حل اجازه ده ن ی بهتر است كه به

    های جدیدروزرسانی مکاننحوه به •

آن از   دیمحل جد ي انتخاب و جهت به روز رسان  لخانیبه عنوان ا نهیتابع هز ن یبهتر ی عضو دارا تم ی الگور  ن یدر ا

. استفاده شده است( 2رابطه )  

 (2)  

xi
t+1 = C1 ∗

fitness(pop(i)) − m1
m2 − m1

∗ xi
t + C2 ∗

m2 − fitness(pop(i))

m2 − m1
∗ rand[varmin, varmax] 

 m1و تکرار  هر  در  حل  راه  مي  m2بهترین  حل  راه  )  باشند.بدترین  رابطه  طبق  جمعيت  اعضای  (  3دیگر 

 شده است.  رسانيروزبه

 

(3 )  

 
1 Qashqai Optimization Algorithm(QOA) 

2 Elite Selection 

3 Elitism 
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xi
t+1 = C1 ∗

m2 − fitness(pop(i))

m2 − m1
∗ xi

t + C2 ∗
fitness(pop(i)) − m1

m2 − m1
∗ rand[varmin, varmax] 

دهد.سازی قشقایي را نشان ميپارامترهای الگوریتم بهينه 3جدول   

 یيقشقا یساز نهيبه تمیالگور یپارامترها .3 جدول

 پارامتر  توضيحات 

var حداكثر تعداد اعضای ایل  max  

t tام ایل در تکرار   iموقعيت عضو  

ix  

tام ایل در تکرارiموقعيت عضو  + 1 𝑥𝑖
𝑡+1 

) ام جمعيت ایل iعضو   )pop i  

) جمعيت ایل  iتابع تناسب عضو  ( ))fitness pop i  

var حداقل تعداد اعضای ایل  min  

 𝐶1, 𝐶2 پارامترهای الگوریتم 

 𝑚1 بهترین راه حل )پاسخ( هر تکرار 

)پاسخ( هر تکرار   بدترین راه حل  𝑚2 

 مسیر کوچ  •

طيجموعهم نقاط  بهترین  از  جوابای  بهترین  بيانگر  كه  تشکيل    باشدمي  هاشده  را  كوچ  حركت  كلي  مسير 

 دهد.مي

 استراتژی پیشگیری از بدتر شدن جواب بهینه  •

به این نحو كه اگر    شده است.در این الگوریتم یک استراتژی جهت جلوگيری از بدتر شدن جواب بهينه اتخاذ  

بهينه   نقطه  با  فعلي  بدترین جواب تکرار  بدتر شد،  الگوریتم  قبلي  تکرار  از  تکرار  الگوریتم در یک  بهينه  جواب 

 گردد و از بدتر شدن جواب جلوگيری خواهد شد.تکرار قبلي جایگزین مي

 برداری()تشدید، بهره  و تمرکز )اکتشاف( استراتژی تنوع •

این   به  الگوریتم  این  در  تمركز  و  تنوع  باشد  مي  صورت استراتژی  بيشتر  قبلي  موقعيت  به  توجه  هرچه  كه  باشد 

تنوع   1تمركز باشد  كمتر  قبلي  موقعيت  به  توجه  و هر چه  داشت  بود.   2بيشتری خواهيم  را شاهد خواهيم    بيشتری 

 باشد. بيانگر متنوع سازی یا اكتشاف مي( 3)نمایانگر تمركز یا بهره برداری  و رابطه ( 2)رابطه 

 شرایط توقف الگوریتم •

را مي متفاوتي  عدم  شرایط  مشخص،  تکرار  تعداد  مشخص،  اجرای  زمان  مدت  مانند  الگوریتم  توقف  برای  توان 

 بهبود جواب در نظر گرفت.

 کد الگوریتم قشقاییشبه •

 
1 Intensification 
2 Diversification 
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 جدول4 شبهكد1 الگوریتم بهينهسازی قشقایي را نمایش ميدهد.

 ( QOA)یيقشقا  یسازنهيبه تمیكد الگورشبه. 4 جدول

 
 

 (QOA) قشقایی تمیو الگور K-means یبندخوشه یبیترک تمیالگور طراحی 5

در    K-means  يبيترك  یبندخوشه  تم ی الگور  مشکل گرفتار شدن  جهت حله شده  ی روش ارا  های گام  4شکل  

الگوریتم پيشنهادی   های از مزیت.  دهدرا نمایش مي  قشقایي الگوریتم فرا ابتکاری  استفاده از  با  دام بهينه محلي را  

الگوریتم سایر  به  فراابتکاری  نسبت  به  بندی ميخوشه  –های  پارامترهای  توان  تعداد  اجرا،  در  و سهولت  سادگي 

 ها، سرعت همگرایي و قابليت فرار از تله بهينه محلي اشاره نمود.موردنياز كم، كيفيت مناسب جواب

 
1 Pseudo Code 
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  بندییتم پيشنهادی جهت بهبود دقت خوشهسازی الگورمراحل طراحي و پياده  .4شکل 

 

 نتایج محاسباتی 6
كدنو از  پ   يسیپس  مساشنهاد يپ   یفراابتکار  تمیالگور  یسازاده يو  از  استفاده  با  به یشده  معروف  به    تم یالگور  یسازنه يل 

الگور  یشنهاديپ  تمیالگور  يمحاسبات  یهاها و زماناجرا و پاسخ  ينيمع  یهاتکرار با  و  ازدحام ذرات   ک،ي ژنت   یهاتمیثبت 

 قرار گرفت.  سهیمقامورد  يوتکامل تفاضل

 )تابع هزینه( بار اجرای الگوریتم قشقایي و الگوریتم ژنتيک بر روی توابع آزمون  30مقایسه ميانگين نتایج حاصل از   .5جدول 

 توابع
 میانگین تابع هزینه

P-Value 
حد پذیرش  

 خطا

 نتیجه آزمون 

 QOA GA فرض 

Sphere 2.01E 290-  1.90E 02-  0 α= 05/0 شودرد مي  𝐇𝟎 

Rastrigin 0 1.94 0 α= 05/0 شودرد مي  𝐇𝟎 

Rosenbrock 98/3  13/7  008 /0  α= 05/0 شودرد مي  𝐇𝟎 

Griewank 0 4.53E 02-  0 α= 05/0 شودرد مي  𝐇𝟎 

Ackley 8.88E 16-  2.58E 01-  0 α= 05/0 شودرد مي  𝐇𝟎 

EggHolder 8.24- E+02 -7.38 E+02 156 /0  α= 05/0 شود رد نمي  𝐇𝟎 

Michalewicz 51/1- 75/1- 0 α= 05/0 شودرد مي  𝐇𝟎 

Six-Hump Camel 4.77E 01-  7.57E 03-  0 α= 05/0 شودرد مي  𝐇𝟎 

Levy 3.89E-01 1.07E 01-  0 α= 05/0 شودرد مي  𝐇𝟎 

Rotated Hyper-

Ellipsoid 
4.65E 55-  1.44E+0 0 α= 05/0 شودرد مي  𝐇𝟎 

پایان

مقایسه نتایج الگوریتم های فراابتکاری قشقایي، ازدحام ذرات و جستجوی هارموني-7

.  مي باشد100شرط خاتمه تعداد تکرار -6

دیپياده سازی الگوریتم های  فراابتکاری قشقایي، ازدحام ذرات و هارموني بر روی تابع هزینه خوشه بن-5

(  تابع تناسب)پياده سازی تابع هزینه خوشه بندی -4

K-meansمحاسبه فاصله درون خوشه ای بر اساس الگوریتم خوشه بندی -3

و مشخص نمودن مراكز خوشه ها K-meansاجرای الگوریتم -2

های تصادفي طراحي و ایجاد مجموعه داده-1

شروع
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 توابع
 میانگین تابع هزینه

P-Value 
حد پذیرش  

 خطا

 نتیجه آزمون 

 QOA GA فرض 

Shubert -1.37 E+02 -1.79E+02 0 α= 05/0 شودرد مي  𝐇𝟎 

 تابع آزمون 11 یبر رو يازدحام ذرات و تکامل تفاضل   تمیو الگور  یيقشقا  تمیالگور ی حاصل از اجرا ج ینتا سهیمقا .6جدول 

 𝐇𝟎 نتیجه آزمون فرض  

 زمان محاسباتی تابع هزینه 

 𝐇𝟎  رد

 شود می 

 𝐇𝟎  رد

 شود نمی 
 𝐇𝟎  
 شود رد می 

 𝐇𝟎  رد

 شود نمی 

 0 11 1 10 تعداد  (QOA) الگوریتم قشقایيآزمون فرض غلبه الگوریتم ژنتيک بر 

 (QOA) الگوریتم قشقایيآزمون فرض غلبه الگوریتم ازدحام ذرات بر 
 تعداد 

11 0 9 2 

 10 1 10 1 (QOA) الگوریتم قشقایيبر  يتکامل تفاضلآزمون فرض غلبه الگوریتم 

نتایج  با   از  شماره  استفاده  كه    یري گجهي نت  تواني م  6جدول  و  الگوریتمكرد  ذرات  ازدحام  ژنتيک،  تکامل  های 

 . كنديو هم به لحاظ سرعت غلبه نم  نهيبه راه حل به یي هم از لحاظ همگرا  یيقشقا تمی بر الگور يتفاضل

 10ر گااام بعااد سااازی گردیااد. دلگااوریتم قشااقایي كااد نویسااي و پيادهو ا  K-meansتااابع هاادف الگااوریتم    سپس 

هااای مااورد نظاار بااا یف شااد. الگااوریتم قشااقایي روی دادهتعر  7مطابق با مشخصات جدول    مجموعه داده تصادفي

 آوری شده است.شخصات زیر اجرا و نتایج حاصل گردم

 های مورد آزمونمشخصات مجموعه داده . 7جدول 

 نام مجموعه داده ردیف 
 تعداد 

 ها داده 

 تعداد 

 هاخوشه 

تعداد داده  

موجود در هر  

 خوشه

 ها مختصات دو بعدی مراکز خوشه 

X=300 K=3 N=100 M =[0  0 1مجموعه داده شماره  1 ;3 4; 6 1] 

 X=500 K=5 N=100 M = [0 0; 3 4; 6 1; 4 7;6 5] 2مجموعه داده شماره  2

 X=1000 K=5 N=200 M = [1 2;4 5; 6 8;3 7;8 10] 3مجموعه داده شماره  3

 X=5000 K=5 N=1000 M = [1 2;4 5;6 8;3 7;8 10] 4مجموعه داده شماره  4

 X=700 K=7 N=100 M = [1 2;4 5;0 8;3 7;8 3;5 9;0 4] 5مجموعه داده شماره  5

 X=1400 K=7 N=200 M = [1 2;4 5;0 8;3 7;8 3;5 9;0 4] 6مجموعه داده شماره  6

] = X=7000 K=7 N=1000 M 7مجموعه داده شماره  7 1  2;2 5;0 0;3 7;3 0;3 2;0 4] 

 X=1000 K=10 N=100 M = [1 2;2 5;0 0;3 7;7 0;3 2;0 4;7 9;4 6;8 7] 8مجموعه داده شماره  8

 X=2000 K=10 N=200 M = [1 2;2 5;0 0;3 7;7 0;3 2;0 4;7 9;4 6;8 7] 9مجموعه داده شماره  9

 X=10000 K=10 N=1000 M = [1 2;2 5;0 0;3 7;7 0;3 2;0 4;7 9;4 6;8 7] 10مجموعه داده شماره  10

 

 . داده شده استپراكندگي مجموعه داده های تصادفي اوليه نشان  5شکلدر 
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 1-10اشکال مربوط به پراكندگي مجموعه داده تصادفي شماره  .5شکل 

 30، 7هااای جاادول ازی و با استفاده از مجموعااه دادهسپيادهK-means روی تابع هدف روش بر الگوریتم قشقایي 

و   1ازدحااام ذرات  معروف ماننااد الگااوریتمهای فرا ابتکاری  گردید. سپس نتایج حاصل با الگوریتمبار متوالي اجرا  

 مقایسه قرار گرفت.آزمون و مورد  8با توجه به فرضيات مندرج در جدول   2هارمونيالگوریتم جستجوی  
 شدهآزمون فرضيات انجام. 8جدول 

 آزمون فرضيات 

 بندی تابع هزینه خوشه

0H :ندكيغلبه م یيقشقا تمیبر الگور ازدحام ذرات  تمیالگور . 

1H :كنديغلبه نم یيقشقا تمیازدحام ذرات بر الگور تمیالگور . 

0H :كنديغلبه م یيقشقا تم یبر الگور هارمونيجستجوی  تمیالگور . 

1H :كنديغلبه نم  یيقشقا تم یبر الگور جستجوی هارموني تمیالگور . 

. ه اسااتاسااتفاده شااد 3ماان ویتناايآماااری باشد از آزمااون مي از هم دو نمونه مستقلمربوط به    به دليل اینکه مقایسه

هااای ازدحااام ذرات و جسااتجوی الگوریتم  بااا  فاارا ابتکاااری قشااقایينتایج تابع هزینه و زمااان محاسااباتي الگااوریتم  

. باارای مورد بررسي و تحليل قاارار گرفاات  SPSSه و با استفاده از نرم افزار آماری  قرار گرفت هارموني مورد مقایسه  

 مورد استفاده قرارگرفت.  9انجام محاسبات از یک رایانه با مشخصات جدول 
 ج ینتا سهیمورد استفاده جهت مقا انهیمشخصات را .9جدول 

 

  نه یتابع هز  یازدحام ذرات بر رو  تمی و الگور  یيقشقا   تمی الگور  یبار اجرا  30حاصل از    جینتا  ن ي انگي م  10جدول  

K-means  دهد.  را نمایش مي 

 

 

 
1 Particle Swarm Optimization(PSO) 
2 Harmony Search Algorithm 
3 Mann-Whitney Test 
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 K-means نه یتابع هز ی بر رو ازدحام ذرات تمیو الگور  یيقشقا تمیالگور یبار اجرا 30حاصل از  جینتا  نيانگيم سهیمقا. 10جدول 

 توابع 
 میانگین تابع هزینه

P-Value  حد پذیرش خطا 
 نتیجه آزمون 

 QOA PSO فرض 

 3.90E+02 3.70E+02 0 α=0/05 1مجموعه داده شماره 
0H  رد ميشود

 6.81E+02 6.22E+02 0 α=0/05 2مجموعه داده شماره 
0H  رد ميشود

 1.40E+03 1.14E+03 0 α=0/05 3مجموعه داده شماره 
0H  رد ميشود

 7.97E+03 5.81E+03 023/0 α=0/05 4مجموعه داده شماره 
0H  رد ميشود

 9.39E+02 8.29E+02 0 α=0/05 5مجموعه داده شماره 
0H  رد ميشود

 1.70E+03 1.51E+03 0 α=0/05 6مجموعه داده شماره 
0H  رد نميشود 

 8.06E+03 7.33E+03 0 α=0/05 7مجموعه داده شماره 
0H  رد ميشود

 1.01E+03 9.67E+02 0 α=0/05 8مجموعه داده شماره 
0H  رد ميشود

 2.29E+03 2.16E+03 0 α=0/05 9مجموعه داده شماره 
0H  رد ميشود

 1.33E+04 1.08E+04 0 α=0/05 10مجموعه داده شماره 
0H  رد ميشود

تااابع  یباار رو  را  هارمونيجستجوی    تمیو الگور  یيقشقا  تمیالگور  یبار اجرا  30حاصل از    جینتا  ن ي انگي م  11جدول  

 دهد. را نمایش مي  K-means  نهیهز

 K-means  نه یتابع هز ی بر رو هارمونيجستجوی  تمیو الگور  یيقشقا تمیالگور یبار اجرا 30حاصل از  جینتا  نيانگيم سهیمقا. 11جدول 

 توابع 
 میانگین تابع هزینه

P-Value  حد پذیرش خطا 
 نتیجه آزمون 

 QA HS فرض 

 3.90E+02 4.12E+02 0 α=0/05 1مجموعه داده شماره 
0H شود رد مي 

 6.81E+02 7.04E+02 0 α=0/05 2مجموعه داده شماره 
0H شود رد مي 

 1.40E+03 1.43E+03 0 α=0/05 3مجموعه داده شماره 
0H شود رد مي 

 7.97E+03 7.35E+03 0 α=0/05 4مجموعه داده شماره 
0H شود رد مي 

 9.39E+02 9.85E+02 0 α=0/05 5مجموعه داده شماره 
0H شود رد مي 

 1.70E+03 1.85E+03 0 α=0/05 6مجموعه داده شماره 
0H شود رد مي 

 8.06E+03 8.59E+03 0 α=0/05 7مجموعه داده شماره 
0H شود رد مي 

 1.01E+03 1.23E+03 0 α=0/05 8مجموعه داده شماره 
0H شود رد مي 

 2.29E+03 2.75E+03 0 α=0/05 9مجموعه داده شماره 
0H شود رد مي 

 1.33E+04 1.40E+04 021 /0 α=0/05 10مجموعه داده شماره 
0H شود رد مي 

 

هااای الگوریتمكااه  نمااود یري گجااهي نت  تااوانيمشده و نتایج آزمون فرضيات مطرح  11و    10با توجه به نتایج جداول

بااه   یااياز لحاااظ همگرا  K-meansبندی  ل خوشااهیسااازی مسااادر زمينه بهينه  هارمونيجستجوی  ازدحام ذرات و  

  .ندن كيغلبه نم  یيقشقافرا ابتکاری    تمیبر الگور  نهي حل بهراه
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 .دهدو الگوریتم قشقایي را نمایش مي  K-meansبندی با استفاده روش  نتایج حاصل از نتایج خوشه ،6شکل  

 

 
 1-10و الگوریتم فراابتکاری قشقایي مجموعه داده تصادفي شماره   K-meansبندی با استفاده روش نتایج خوشه  .6شکل 

 

 گیری و پیشنهادها نتیجه 7
همچون سرعت و سادگي در اجرا، به دليل وابسته بودن به   عليرغم برخوردار بودن از مزایای بسياری  K-meansالگوریتم  

 K-meansشود. جهت رفع این مشکل تابع هدف الگوریتم به بهينه محلي همگرا مي در بسياری از موارداش  موقعيت اوليه

و نتایج با استفاده از ده مجموعه داده تصااادفي مااورد آزمااون قاارار  سازی شدنویسي و پياده كيب وكدو الگوریتم قشقایي تر

هااا شااده بااه لحاااظ كيفياات جوابهیدهد كه الگوریتم تركيبي اراض آماری به وضوح نشان ميفر  هاینتایج آزمونگرفت.  

و الگااوریتم ازدحااام ذرات و الگااوریتم جسااتجوی هااارموني در بسااياری از مااوارد  K-meansنسبت به الگوریتم تركيبااي 

الگااوریتم   هااایمزایااا و نوآوریاز    گااردد.هااای تركيبااي مااذكور نميكم مغلااوب الگوریتمهای بهتری داشته و دسااتپاسخ

سااادگي و سااهولت در اجاارا، تعااداد پارامترهااای كاام، كيفياات مناسااب توان به  مينسبت به الگوریتم های پيشين    پيشنهادی

سرعت همگرایي و قابليت فرار از تله بهينه محلااي اشاااره ایجاد توازن بين جستجوی محلي و جستجوی سراسری، ها،  جواب

تشخيص  ،تشخيص گفتاری، ماريب صيتشخاز قبيل  كاربردی ل مختلفیحل مساجهت توان  ميشده  هیالگوریتم ارانمود. از  

 نمود.استفاده ي هوش مصنوعو  ریپردازش تصو ه،كنندنيانتخاب تام، بندی اسناددسته ،بازار یبندبخش چهره،

 گردد:موارد به شرح زیر پيشنهاد ميآتي  هایجهت پژوهش

، يسلسااله مراتباا   یخوشه بند  تفکيکي،  یبندخوشه  مانند  سخت  لیسایرمساحل  شده جهت  هیالگوریتم ارا (1

داده كاااوی بااه روش ،  بندی ميااانگين فااازی، خوشااهC-meansبندی  خوشااه،ي  چگال  یبرمبنا  یبندخوشه

CRISP  ،زنجيااره ماادیریت  ،  پویااای تسااهيلات كارخانااه  چياادمان  ،بندی بازاربخش   ،بندی مشتریانخوشه

درجااه  صي له تخصاا امساا   ،قاادرت  عیاا توز  یهاسااتمي س  ،يژگاا یانتخاب و  ،كارگاه  یزمانبند  ،تامين معکوس

مساايریابي وساايله ،  یمااواز  یهان ي ماشاا   یزریبرنامااه  ،ایمواد درون كارخانه  حمل و نقلریزی  برنامه  ،دوم

 نيز مورد استفاده قرار گيرد.  اتي عمل  يتوال  ،ربات ریزی مسيربرنامه  ،انتخاب سبد سهام  دار،نقليه ظرفيت

و   کياا ژنت   تمیهمچااون الگااور  گاارید  یفراابتکااار  یهاااتمیشده با الگور  هیارا  یفراابتکار  تمیالگور  بي ترك (2
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و  يبوناااچي ف ،یااينساابت طلا  وتن،ي مانند روش ن کي كلاس یسازنهي به یهاروش ایازدحام ذرات    تمیالگور

 ش یافاازابه ویژه در داده های بزرگ را   هاداده  یبندحل مساله خوشه  یآن برا  و دقت  یيكارا  تواندي... م

 دهد.

ای باارای توانااد زمينااهنيااز مي  و چند شاخصه  هدفهصورت چند  به  هابندی دادهخوشه  نظر گرفتن مسالهدر   (3

 توسعه مدل باشد.
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