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 1398بهمن  26 مقاله: ديرس
 1399اسفند  5 مقاله: رشیپذ

 

 چکیده

پردازنده  های ينماشگيرد.  مورد بررسي قرار مي پردازنده انباشته ماشينهنگام در یک  توليد به بندی زمانمساله در این مقاله 

در  دارند.  را پردازش كنند و كاربردهای فراواني در صنایع توليد نيمه هادیزمان بيش از یک كار  به طور هم قادرندانباشته 

ي و دیرهنگامي زودهنگام ینهتوام هز ينه كردننظر گرفته شده، كم عملکرد در معيار هنگام، به يداهداف تول ينتام یراستا

بودن مساله مفروض، هدف  NP-hardبا توجه به  است. یو مشتر يدكنندهتول یمورد پسند برا يارمع یکكارهاست كه 

های فراابتکاری است. دو الگوریتم  با استفاده از الگوریتمصنعتي های  برای مساله در اندازه جواب نزدیک به بهينهیافتن 

قي بيجستجوی تطتركيبي و الگوریتم دوم مبتني بر الگوریتم ژنتيک شود. الگوریتم نخست، الگوریتم  مي ارایهبرای مساله 

شود.  ها استفاده مي بندی انباشته ریزی پویا برای زمان در هر دو الگوریتم از یک الگوریتم برنامهاست.  تصادفي حریصانه

متوسط با ابعاد بزرگ است به نحوی كه  مسایلپيشنهادی برای های  دهنده كارایي الگوریتم نشاننتایج آزمایشات محاسباتي 

% 64/11برابر  قي تصادفي حریصانهبيجستجوی تط یتمالگور یمقدار برا ین% و ا82/6برابر ژنتيک تركيبي  یتمالگور یخطا

با كارهای  مسایلتر از  با كارهای با اندازه كوچک قابل توجه مسایلهای پيشنهادی برای  همچنين كارایي الگوریتم است.

 دارای اندازه بزرگ است.

 

های  الگوریتمریزی پویا،  برنامه ،زود هنگامي و دیرهنگامي هنگام، انباشته، توليد به زندهپردا ماشينکلمات کلیدی: 

 فراابتکاری

 

 

 مقدمه ۱

از یک كاار و یاا باه    زمان بر روی بيش  پردازنده انباشته قابليت انجام نوع خاصي از عمليات، به طور هم های ينماش

زماان   چند كار به طور هم  پردازنده انباشته های ينماش یبند زمان یها عبارتي یک انباشته از كارها را دارند. در مدل

دهناده   ده و با توجه باه حجام اقالام تشاکيل    ماشين محدود بو يتهمچنين ظرف گيرند، يقرار م ينماش ياتتحت عمل

                                                      
 دار مکاتباتعهده* 

  taha_keshavarz@semnan.ac.ir آدرس الکترونيکي:
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عناوان نموناه، عملياات فار     ه با . وجاود دارد بار روی تعاداد محادودی از اقالام     یک انباشته، قابليت انجام عملياات  

 را هاا ‌شاود كاه چنادین گاروه از صافحه      چاپي، داخال فرهاایي انجاام ماي     مدارات های‌سوز در توليد صفحه درون

انباشاته را  های پردازنده  در اینجا فرها نقش ماشين. ددهن قرار حرارتي عمليات تحت و داده جای خود در توانند مي

مختلف كاربرد دارناد، اماا حجام     يدیتول یعپردازنده انباشته در صنا های ينماش یبند زمان های مدل كنند. بازی مي

 یان . اشاود  ماي مرباو    هادی يمهن يدتول صنایع در ها مدل ینصورت گرفته منحصرا به كاربرد ا يقاتاز تحق يعيوس

  بوده است. ها هادی يمهن يدتول صنایع در ها مدل ینامر از آن جهت است كه خاستگاه ا

 تاامين  راساتای  در دیرهنگاامي  و زودهنگاامي  هاای  هزیناه  توام گرفتن درنظر با بندی زمان های مدلطرفي،  از

. اسات  مشاتری  و توليدكنناده  بارای  پسند مورد معيار یک و بوده برخوردار بالایي اهميت از هنگام به توليد اهداف

 عناوان  باه  همچنين و ها آن كاربردی ارتبا  و اهميت علت به هنگام، به توليد بندی زمان های مدل از استفاده امروزه

 مساایل  درحقيقات، . اسات  افازایش  باه  رو ای ملاحظه قابل طور به محصولات شده تمام قيمت كاهش برای ابزاری

 ساازگار  تاممين  زنجياره  مادیریت  و هنگاام  باه  توليد نظير مفاهيمي با دیرهنگامي، و زودهنگامي جرایم با بندی زمان

 هاای  هزینه قبيل از هایي هزینه شوند، مي تکميل موعد از قبل كه كارهایي برای هنگام به توليد های سيستم در. هستند

 آن بار  عالاوه . شاود  مي گرفته نظر در ماليات و افتادن مد از شدني، فاسد محصولات شدن فاسد انبار، در نگهداری

 حمال،  در تاراكم  ایجااد  رفتاه،  دسات  از فاروش  نظيار  هاایي  هزینه نيز شوند مي تکميل موعد از دیرتر كه كارهایي

 كاه  اسات  بنادی  زماان  بندی، زمان بهترین بنابراین،. كنند مي تحميل سازمان به را اعتبار كاهش و مشتریان نارضایتي

 .برسد اتمام به شان تحویل موعدهای در دقيقاً كارها همه عمليات آن در

های پردازنده انباشاته مخصوصاا در صانایع تولياد نيماه هاادی و همچناين         با توجه به كاربردهای وسيع ماشين

هاای   فراابتکااری جهات تولياد جاواب     هاای  الگاوریتم  ارایاه  پاووهش  ایان  هدفهنگام،  توليد بهبندی  زماناهميت 

 كاردن  كميناه  منظاور  باه  غيریکساان  كارهاای  انادازه  فرض با انباشته پردازنده ماشين یک مساله برای نزدیک بهينه

یاک الگاوریتم    ارایاه ناوآوری دیگار ایان پاووهش،      .اسات  كارهاا  دیرهنگاامي  و زودهنگاامي  های هزینه مجموع

 .هاست ریزی پویا برای تعيين توالي انباشته برنامه

. در گيارد  ماي  قارار  بررسي موردپردازنده انباشته  یبند زمان مسایل يشينپ يقاتتحق ،دوم بخش در و مهااد در

 نتاایج  و شاده  ارایه پيشنهادی های الگوریتم چهارم بخش در. شود مي بيان مساله فرضيات و مشخصاتبخش سوم، 

 ارایاه بنادی مطالا     باه جماع   ،ششمدر بخش  ،نهایتدر . شود مي گزارشآزمایشات محاسباتي آن در بخش پنجم 

 شود. آتي پرداخته مي های های پووهش شده و تعيين زمينه

 

 تحقیقات پیشین ۲

كارهای با اندازه غيریکساان  با فرض وجود   های پردازنده انباشته ماشين بندی زماننخستين تلاش صورت گرفته در 

هاا   كاربرد آن [2] اوزویكه  ها به طور جدی پس از این نسبت داد. اما این مدل [1] يمادمتوان به دابسون و نامب را مي

 ساازی  ، مورد توجه محققين قرار گرفت. وی در مقالاه خاود باه حاداقل    كرد مطرحها  هادی را در صنایع توليد نيمه

 [3] جاولای  و دوپونات پرداختاه اسات.   (jCارها )مجموع زمان تکميل ك و (maxCزمان تکميل آخرین كار )
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هاا بار مبناای اصالاح      اناد كاه یکاي از آن    كارده  ارایاه دو الگاوریتم ابتکااری    maxCساازی   نيز برای مساله حاداقل 

است و دیگری بر مبنای تعيين اقلام یک انباشته با اساتفاده از حال یاک     [2] اوزویشده توسط  ارایه های یتمرالگو

هاای   اند كه هر دو الگوریتم از عملکرد بهتری نسبت به الگاوریتم  پشتي است. نتایج محاسباتي نشان داده مساله كوله

 سازی لبرای مساله حداق [4]نت و دوپو یقبلي برخوردارند. جولا
jC  كرده و  ارایهتعدادی الگوریتم ابتکاری

شاده   ارایاه هاای   هاا، در مقایساه باا الگاوریتم     اند كه عملکرد این الگوریتم از طریق محاسبات كامپيوتری نشان داده

 ، بهتر است.[2] اوزویتوسط 

هاا   اناد. آن  كارده  ارایه maxC سازی ید برای مساله حداقلسازی تبر یک الگوریتم شبيه [5] همکاران و ملوک

های حاصل از حل مدل ریاضي مساله با اساتفاده از نارم افازار     جوابشده در مقایسه با  ارایهاند كه روش  نشان داده

CPLEX نيز یک الگوریتم ژنتيک ساده  [6]همکاران  ودهد. داموداران  تر به دست مي نتایج بهتری را در زمان كم

 ملاوک شده توساط   ارایهسازی تبرید  كرده و عملکرد آن را با الگوریتم شبيه ارایه maxC سازی برای مساله حداقل

یک الگوریتم ژنتياک مبتناي بار     [7]كاشان و همکاران  زاده ينبرای این مساله حس اند. مقایسه كرده [5] همکاران و

زومي نمایش كروموزومي بر اساس كليدهای تصادفي و یک الگوریتم ژنتيک تركيبي كه از یاک نماایش كروماو   

شده بسايار كاارا    ارایهدهد كه الگوریتم ژنتيک تركيبي  اند. نتایج محاسبات نشان مي كرده ارایهبرد  ابداعي بهره مي

 همکااران  و ملاوک شده توساط   ارایهسازی تبرید  های بسيار بهتری را نسبت به الگوریتم شبيه عمل نموده و جواب

 كند. اساس كليدهای تصادفي فراهم ميو الگوریتم ژنتيک مبتني بر نمایش كروموزومي بر  [5]

در نظار   يریکساان با اندازه غ یرا با فرض وجود كارها maxC یساز مساله حداقل [8]پارسا و همکاران  رفيعي

 یتمكردند، ساپس الگاور   ارایهمساله  یبرا یقو یينحد پا یکستون  يدها نخست با استفاده از روش تولگرفتند. آن

باه دسات آماده در     یيناز حاد پاا   یتستون توسعه داده شده، و در نها يدروش تول يهجواب اول يدتول یبرا یابتکار

 یدهناده برتار   هاا نشاان   آن یجاناد. نتاا   استفاده كرده ينهبه دست آوردن جواب به یبرا يمتشاخه و ق یتمبدنه الگور

 است. ياتموجود در ادب یها یتمبا الگور یسهها در مقا شده توسط آن ارایه یها یتمالگور

 پاردازش  قطعيات  عادم . اند كرده ارایه maxC سازی یک مدل فازی برای مساله حداقل [9]و همکاران  چنگ

 فراابتکاری الگوریتم یک همچنين ها آن. است شده گرفته درنظر مدل در فازی پارامتر عنوان به ماشين روی كارها

 هاای  الگاوریتمي بار اسااس تکنياک     [10]كردند. چان و همکااران    ارایهچگان برای مساله رمو سازی بهينه بر مبتني

 مجماوع  ساازی  اقلمسااله حاد   [11]و همکاران  يراجانكردند. مات ارایه maxC سازی حداقل مساله برای بندی خوشه

j) دیرهنگامي هایهزینه وزني jw T )چناد  هاا  آن. گرفتناد  نظر در را كارها برای دسترسي زمان وجود فرض با 

الگوریتم ابتکااری   [12]كردند. ونگ  ارایهمساله  ینا یبرا یدتبر سازی شبيه الگوریتم همچنين و ابتکاری الگوریتم

مساااله  [13] و همکاااران مااالاپرت. كاارد ارایااه مساااله همااين تخمينااي حاال آوردن دساات بااه باارای ایدومرحلااه

 یبارا  1یتمحادود  یازی ر برناماه  یکارد ها از رو قرار دادند. آن يرا مورد بررس( maxLبيشترین تاخير ) یساز حداقل

 [14]كوروگاا و همکااران    باشاد.  يشاده ما   ارایهروش  یدهنده برترها نشانآن یجاند و نتاحل مساله استفاده كرده

                                                      
1 Constraint programming 
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دیرهنگامي روی یک ماشاين   هایهزینه وزني اخيرا یک الگوریتم جستجوی همسایگي برای كمينه كردن مجموع

 اند. كرده ارایهپردازش انباشته 

كردناد و   ارایاه  maxC ساازی  حاداقل  مساله برای تصادفي ابتکاری الگوریتم یک [15]و همکاران  داموداران

 [16]و لئوناگ   جياا . اناد  كارده  مقایساه  تبریاد  ساازی  شبيه و ژنتيک های شده را با الگوریتم ارایهعملکرد الگوریتم 

 الگاوریتم  تركيا   با ها آنسازی كردند.  فضای هدررفته مدل سازی حداقل صورت به را maxC سازی حداقلمساله 

 همچناين . كردند ارایه مساله برای بهبودیافته الگوریتم یک مورچگان، الگوریتم و هدررفته فضای بر مبتني ابتکاری

باا اساتفاده از رویکارد     [17]بهتر استفاده كردند. السالامه   هایجواب یافتن برای محلي جستجوی الگوریتم یک از

 ساازی  بارای مسااله حاداقل    [18] كاابو كارد.   ارایاه كلوني زنبورعسل، یک الگوریتم فراابتکاری برای همين مساله 

maxL را شاده  ارایاه  الگاوریتم  كاارایي  محاساباتي  نتایج. استیک روش جستجوی همسایگي جدید معرفي كرده 

  .دهدمي نشان

 اساتفاده  با كارها كل تکميل زمان مجموع سازیپس از مدلسازی مساله حداقل [19]پارسا و همکاران  رفيعي

 ،الگاوریتم  ایان . اناد  كارده  ارایاه  مسااله  ایان  برای عصبي شبکه بر مبتني تركيبي الگوریتم  عصبي، شبکه رویکرد از

مساااله  [20]تركيبااي از یااک الگااوریتم ابتکاااری و رویکاارد یااادگيری شاابکه عصاابي اساات. بلاادار و همکاااران    

كارها را مورد بررساي قارار دادناد و    سازی مجموع زمان تکميل كارها با درنظر گرفتن زمان دسترسي برای  لحداق

تاوان باه پاووهش     در ميان تحقيقات داخلي ماي  .اند داده ارایه یادگيری-آموزش بر مبتني سازی یک الگوریتم بهينه

اشااره كارد.    نهيتک ماشا  یديتول طيسفارشات در مح ديتول کپارچهی یبند زماندر زمينه  [21]موسوی و همکاران 

حل مسااله   یبرا دیتبر یساز هيو شب کيژنت یفراابتکار یها تمیاز الگور يبيترك ارایهنيز به   [22] حسنيبهشتي نيا و 

 اند. ی پرداختهبند زمان

 هادف  و كارهاا  بارای  غيریکساان  انادازه  فارض  باا  انباشاته  پردازناده  ماشاين  بنادی  زماان  مسااله  خصوص در

 رود، ماي باه شامار    هنگاام  باه  تولياد  اهاداف  راستای در كه كارها دیرهنگامي و زودهنگامي های هزینه كردن كمينه

باه ناام    فراابتکااری  يالگاوریتم  ارایاه باه   2015در ساال   [23]و همکااران   لاي تحقيقات اندكي انجاام شاده اسات.    

GAMARB این مساله را مورد بررسي  2017در سال  [24] همکاران و پارسا رفيعي. اند پرداخته مذكور مساله برای

كردناد و بار اسااس آن چناد الگاوریتم       ارایهپویا  ریزی نامهبر الگوریتم یک ،مدل ریاضي ارایهقرار دادند و بعد از 

 جاواب  یاافتن  برای شده، ارایه كارا پایين حد  اساس بر حد و شاخه الگوریتم یک همچنين. اند دادهابتکاری توسعه 

 ارایاه  مقالاه  ایان  هادف  آن، كاربردهاای  همچناين مسااله و   یان ا يات باا توجاه باه اهم    .اناد  كارده  ارایاه  مسااله  بهينه

دو  ارایاه هاای اصالي ایان پاووهش،      ناوآوری  .اسات  ماذكور  مسااله  برای جواب نزدیک بهينه توليد های یتمالگور

ریاازی پویااا باارای تعيااين تااوالي  یااک الگااوریتم برنامااه ارایااهالگااوریتم فراابتکاااری باارای حاال مساااله و همچنااين 

 هاست. انباشته
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 مشخصات مساله ۳

كاردن   پردازنده انباشته باا فارض انادازه كارهاای غيریکساان باه منظاور كميناه        ، مساله یک ماشين پووهشدر این 

گيرد. مفروضات حااكم بار مسااله ماورد      های زودهنگامي و دیرهنگامي كارها مورد بررسي قرار مي مجموع هزینه

 بررسي به شرح زیر است:

بنادی بار روی یاک     وجود دارند كه همگاي در لحظاه صافر بارای زماان      بندی زمانكار برای  nتعداد  .1

شاود تنهاا    ماشين پردازنده انباشته در دسترس هستند. كليه كارها با یکدیگر ساازگار باوده و فارض ماي    

 های كارها(.بندی بدون خانواده متعلق به یک خانواده هستند )زمان

يتي معادل مقدار كم jبرای هر كار  .2
js      واحد از منابع محدود مورد نياز اسات، در اینجاا منباع ماذكور

ظرفيت ماشين و مقدار 
js برابر اندازه كار j شود. در نظر گرفته مي 

معلوم اسات. زماان پاردازش      بر روی ماشينزمان مورد نياز جهت انجام عمليات كارها )زمان پردازش(  .3

 است.  jp برابر با j كار

 های پردازش و اندازه كارها از قبل مشخص و قطعي هستند.مقادیر زمان .4

اسات، باه عباارت دیگار      1دار( ت)فرصا  است. موعد تحویل دور dموعد تحویل كارها یکسان و برابر  .5

nتوان فرض كرد كه مي

jj
p d


 1

. 

پاذیر نباوده و پايش از اتماام عملياات       روی یک انباشته، توقف عمليات امکاان  با شروع عمليات ماشين .6

 تواند به انباشته اضافه و یا از آن خارج شود. ماشين، هيچ كاری نمي

است. به عبارت دیگر مجماوع   Bزمان روی كارها برابر  عمليات هم برای انجام  حداكثر ظرفيت ماشين .7

شاود كلياه    متجاوز شود، همچنين فرض مي B بایست از مقدار اندازه كارهای متعلق به یک انباشته نمي

 .هستندمساوی با ظرفيت ماشين یا تر  کی كوچا كارها دارای اندازه

لق به یک انباشته باا یکادیگر یکساان اسات. زماان      عزمان شروع و زمان ختم عمليات تمامي كارهای مت .8

پردازش انباشته توسط ماشين برابر زمان پردازش كاری اسات كاه در مياان كارهاای متعلاق باه انباشاته،        

 تر است. زمان پردازش مورد نياز آن طولاني

 مجاز نيست.  خرابي ماشين .9

بندی یاک ماشاين پردازناده انباشاته      برای اشاره به مساله زمان SUMET عبارتبه منظور سادگي، در ادامه از 

هاای پردازناده انباشاته، دو دساته از تصاميمات      بنادی ماشاين   در مساله زمان شود. تحت مفروضات فوق استفاده مي

 بایست اتخاذ شود: متفاوت اما مرتبط با یکدیگر مي

 سازی. مورد نحوه انباشتهگيری در  تصميم .1

 های تشکيل شده. بندی و تعيين توالي انباشته گيری در مورد نحوه زمان تصميم .2

                                                      
1 Loose due date 
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وابستگي دو دسته تصميم فوق از آنجاست كه زمان پردازش انباشته وابسته به كارهای درون انباشته است. باه  

 بنادی  زماان  مساایل ته در قال  یک كاار،  سازی تعيين شد، با در نظر گرفتن هر انباش محض اینکه یک طرح انباشته

  شوند. كلاسيک تبدیل مي بندی زمان مسایلهای پردازنده انباشته به  ماشين

بندی ماشين پردازنده انباشته با معيارهای عملکرد  ل زمانكه تمامي مسایاند  ثابت كرده [25] و همکاران براكر

 است. NP-hardنيز  SUMETهستند. بنابراین مساله  NP-hardمبتني بر موعد تحویل، 

 

  جواب نزدیک بهینهیافتن های فراابتکاری جهت  الگوریتم ۴

 های بزرگ و صنعتي اسات. باا توجاه باه     برای مساله در اندازه نزدیک بهينههای  جوابهدف یافتن   در این بخش، 

NP-hard  بودن مسالهSUMET       شاود. الگاوریتم    ماي  ارایاه ، در ایان بخاش دو الگاوریتم فراابتکااری بارای مسااله

قااي تصااادفي بيجسااتجوی تط( و الگااوریتم دوم مبتنااي باار الگااوریتم HGA) 1نخساات، الگااوریتم ژنتيااک تركيبااي

 ( است.GRASP) 2حریصانه

 

 ترکیبيژنتیک الگوریتم  ۴-۱

شاده، از رویاه    ارایاه شاود. در الگاوریتم    ماي  ارایاه  SUMETتركيباي بارای مسااله    ژنتياک  الگوریتم در این بخش 

 ارایاه ياات الگاوریتم تركيباي    استفاده شده است. در ادامه، جزیژنتيک جستجوی محلي به منظور تقویت الگوریتم 

 گردد.شود، بيان ميناميده مي HGAشده، كه 

 

 ژنتیک ترکیبيالگوریتم  ۴-۱-۱

ساازی تركيباي باه    پيچيده بهيناه  مسایلهای فراابتکاری است كه در حل  الگوریتم ژنتيک تركيبي یکي از الگوریتم

ي كه فضای جواب آن بسايار بازرگ اسات )مانناد مسااله ماورد       مسایلشود. از این الگوریتم در حل  كار گرفته مي

دهاد كاه ایان الگاوریتم كاارایي خاوبي در حال         شود. تحقيقات گذشته نشان ماي  بررسي در این مقاله( استفاده مي

. این الگوریتم در واقع نوعي الگوریتم تکاملي اسات كاه   [26] دارد 3تعيين جدول زماني مسایلو  بندی زمان مسایل

ژنتياک تركيباي   ياات الگاوریتم   كناد. جزی یه جستجوی محلاي تركيا  ماي   را با یک رومعمولي ژنتيک الگوریتم 

 شرح داده شده است.  [28]و كرن  [27]توسط مسکاتو 

  شیوه نمایش جواب 

های فراابتکاری شيوه نمایش جواب است. تعریف یاک شايوه نماایش جاواب      های الگوریتم ترین جنبه یکي از مهم

مناس  تاثير بسزایي بر عملکرد عملگرهای تركي  و جهش و همچنين رویه جستجوی محلي خواهد داشت. به هر 

م نظير عملگرهای تركي  و جهاش  شود. مراحل مختلف الگوریت گفته مي 4، كروموزومژنتيک  جواب در الگوریتم

                                                      
1 Hybrid genetic algorithm 
2 Greedy randomized adaptive search procedure 
3 Timetabling 
4 Chromosome 
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شده، هر كروموزوم به صورت تاوالي   ارایه HGAشوند. در الگوریتم ها اجرا مي و دیگر عملگرها روی كروموزوم

)تعداد كارها(، یک كروماوزوم یاا جاواب را نماایش      nتا  1است. بنابراین، هر جایگشتي از از كارها تعریف شده

نحوه محاسبه شایستگي هر كروموزوم كه برابر با مجموع زودهنگاامي و دیرهنگاامي تماام كارهاسات در      .دهد مي

 های بعدی شرح داده خواهد شد. بخش

 ساختار جمعیت و جمعیت اولیه 

در این مقاله یک جمعيت سااختاریافته اسات. جمعيات ماورد     تركيبي  ژنتيکجمعيت مورد استفاده برای الگوریتم 

هاای غيار    جمعيت با ساختار سلسله مراتبي مطابق با یک درخت كامل سه تایي است. بر خالاف روش استفاده یک 

شود در نتيجاه   تقسيم مي  توانند با هم تركي  شوند، جمعيت به چندین بخش ها مي ساختاریافته، كه همه كروموزوم

 شود. های ممکن محدود مي تعداد جفت تركي 

یاک    است و هار بخاش    نشان داده شده است، شامل چندین بخش 1ل شک گونه كه در ساختار جمعيت همان

شاود تاا    در طول مدت اجرا به صورت پویاا باه روز ماي     هر بخش پيشرودارد.  2و سه جواب پشتيبان 1جواب پيشرو

هاای   هاای باالایي نسابت باه بخاش      همواره كيفيت بهتری نسبت به سه پشتيبان خود داشته باشاد. از ایان رو، بخاش   

ها )چه با تركي ، جهش یا جساتجوی محلاي( و    های بهتری هستند. با توليد مداوم جواب ر، متمایل به جوابت پایين

ای لازم است تا این سااختار، شاکل مناسا  ترتيباي خاود را حفا         های قدیمي، اصلاحات دوره جایگزیني جواب

 كند.

)یعني  های یک درخت كامل سه تایي های جمعيت محدود به تعداد گره تعداد جواب ) /x 3 1 شاود   ماي  2

 3جواب مورد نياز است تا یاک درخات كامال ساه تاایي باا        13تعداد سطوح درخت است. بنابراین  xكه در آن 

 سطح لازم است. 4جواب برای ساخت درختي با  40( و 1شکل  سطح ساخته شود )مطابق

تارین زماان    بر اساس قوانين توالي بزرگ  تعداد جمعيت مورد نياز، دو كروموزومبرای توليد جمعيت اوليه به 

شوند  ها به صورت كاملا تصادفي توليد مي توليد شده و مابقي كروموزوم 4ترین زمان پردازش و كوچک 3پردازش

هاای تولياد شاده     گيرند. جاواب  و سپس با توجه به مقدار تابع هدفشان، در ساختار جمعيتي شرح داده شده قرار مي

یابناد. هماواره    در مرحله بعد با توجه به ترتي  صعودی مقدار تابع هدفشان به درخت ساختار جمعيت تخصيص مي

گيرناد. تعاداد    تارین ساطح قارار ماي     بهترین كروموزوم در بالاترین ساطح درخات و بادترین كارووزوم در پاایين     

 .شود نشان داده مي pop_sizeدهنده جمعيت به صورت  های تشکيل كروموزوم

                                                      
1 Leader 
2 Supporter 
3 Longest processing time (LPT) 
4 Shortest processing time (SPT) 
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 فرد  كروموزوم  تابع هدف

18  6 1 9 4 10 3 8 7 2 5  1 

22  9 2 1 6 10 8 3 7 4 5  2 

24  1 5 7 3 4 6 8 9 10 2  3 
26  9 2 5 3 10 1 7 6 4 8  4 

26  3 7 1 9 8 4 10 5 6 2  5 

27  6 10 5 3 4 1 9 8 7 2  6 

28  6 8 9 7 10 3 5 4 2 1  7 

29  2 10 7 9 1 6 5 8 3 4  8 

30  10 5 6 3 2 4 9 1 7 8  9 
30  4 5 6 1 2 10 9 7 8 3  10 

35  10 6 4 2 7 1 8 5 3 9  11 

36  6 4 5 3 7 8 2 10 9 1  12 

42  5 2 4 8 10 9 1 3 7 6  13 

 مربوطه ساختار جمعيت به همراه ماتریس جمعيت .۱ شکل

 رویه انتخاب برای ترکیب 

هاای جدیاد انتخااب     در هر تکرار الگاوریتم، تعادادی كروماوزوم از جمعيات بارای تركيا  و تولياد كروماوزوم        

  ی آن در هماان بخاش  هاا  ناپشتيبو یکي از  پيشرویافته، تركي  فقط مابين یک شوند. در حالت جمعيت ساختار مي

، كند. ساپس  ادفي یکنواخت انتخاب مي)و متعاقبا بخش( را به شکل تص پيشروقابل انجام است. رویه انتخاب، یک 

د. محادودیتي در  شاو  )باز هم به شاکل تصاادفي یکنواخات( انتخااب ماي       موجود در آن بخش پشتيبانیکي از سه 

 ند درآن شركت كند وجود ندارد.توا هایي كه یک كروموزوم مي تعداد تركي 

 عملگر ترکیب 

است. پس از آنکه دو والد  1ای استفاده در این تحقيق، نوعي از عملگر معروف ترتيبي دونقطهعملگر تركي  مورد 

ی آن(، مطاابق رویاه انتخااب، انتخااب شادند      هاا  ناپشاتيب و یکاي از   پيشارو )در حالت جمعيت ساختار یافته، یک 

شود )در واقع ابتدا و  ميبه شکل تصادفي یکنواخت انتخاب  پيشروشود. ابتدا یک قسمت از  ها آغاز مي تركي  آن

گيرد. ما بقاي   شود(. این قسمت در فرزند و در همان مکان قرار مي انتهای این قسمت به شکل تصادفي مشخص مي

                                                      
1 Two point order crossover 

 كيفيت بهتر

كيفيااااااات 

بدتر

 پيشرو

 پشتيبان
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هاایي كاه در قسامت كپاي      شود. در واقع از چپ به راسات رقام   های فرزند، طبق اطلاعات والد دوم تکميل مي ژن

گيرند. نحوه عمل  های خالي فرزند قرار مي به ترتيبشان در والد دوم، در ژناند، با توجه شده از والد اول ظاهر نشده

هاایي   نمایش داده شده است. در این شکل همچناين مشاخص شاده اسات كاه چاه ژن       2شکل  عملگر تركي ، در

 جاهای خالي باقيمانده را تکميل كرده است. پشتيبانبه ارث برده شده و چگونه  پيشرومستقيما از 

هاای   ماناد، باه ایان معناي كاه ژن      شود كاملا دست نخورده باقي مي به فرزند منتقل مي پيشرواطلاعاتي كه از 

كناد.   فقط ترتي  نسبي را منتقل مي پشتيبان. در مقابل  شوند انتخابي از آن دقيقا به همان موقعيت در فرزند منتقل مي

ملگر جهش بسيار باا اهميات خواهاد باود تاا از همگرایاي       رو ع كند، از این این روش تنوع بسيار كمي را ایجاد مي

 پيش از موقع جلوگيری كند.

 

 10 9 4 2 1 5 8 7 3 6 پيشرو

 2 10 3 8 5 9 4 7 1 6 پشتيبان

           

 10 3 4 2 1 5 8 9 7 6 فرزند

  ایمثالي از عملگر تركي  ترتيبي دونقطه .۲ شکل

 

 عملگر جهش 

كند مخصوصاا اگار عملگرهاای تركيا  بسايار ساریع        تامين تنوع جمعيت بازی مي عمل جهش نقش مهمي را در

ي و دیگاری رویاه   ش اجرا شده است: یکي رویه جهش جزیجلوی تنوع را بگيرند. در این تحقيق دو نوع رویه جه

شاود، اماا رویاه جهاش      هاای فرزناد اعماال ماي     ي با توجه به نرخ جهش روی كروموزومجهش جزیجهش شدید. 

ي استفاده شده، عملگار  رویه جهش جزیشود.  ر پایان هر توليد نسل و فقط در صورت نياز به كار گرفته ميشدید د

شاوند و ساپس    جهش تعویض جفتي است. در این روش، ابتدا دو ژن از كروموزوم به شکل تصاادفي انتخااب ماي   

روش بسيار كام اسات، احتماال    گردند. چون تغييرات روی كروموزوم در این  ها با یکدیگر تعویض ميمقادیر آن

نحاوه   3شاکل   كه مشخصه خاصي كه در طول الگوریتم تکاملي به دست آمده از بين برود بسيار اندک اسات.  این

 عملکرد این عملگر را به تصویر كشيده است.
 

 

6 7 9 8 5 1 2 4 3 10 

          

6 7 9 4 5 1 2 8 3 10 

  مثالي از عملگر جهش تعویض جفتي .۳ شکل

 

هاای موجاود در    تعاداد ژن  ،𝑞كناد كاه    جابجاایي دوتاایي را در هار كروماوزوم اجارا ماي       𝑞جهش شادید،  

شود، احتمالا تمام خصوصياتش  كروموزوم است. در نتيجه وقتي این جهش شدید روی یک كروموزوم اعمال مي
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هاای تکااملي    كناد و هماه مشخصاه    ، یاک جاواب تصاادفي را ایجااد ماي     فرآیناد دهد و در انتهاای   را از دست مي

 كروموزوم از دست خواهد رفت. 

 

 محلي جستجوی رویه  ۴-۱-۲

، رویه جستجوی محلي روی فرزندهای جدید به منظور یافتن جاواب جدیاد باا ميازان     ژنتيک تركيبيدر الگوریتم 

محلاي متکاي باه تعریاف همساایگي هساتند. اكثار        هاای جساتجوی    شاود. رویاه   شایستگي بهتر به كاار گرفتاه ماي   

كنند. هر چند، جاواب بهيناه محلاي یاک      های جستجوی محلي تنها از یک ساختار همسایگي استفاده مي الگوریتم

ساختار همسایگي لزوما جواب بهينه محلي سااختار دیگار نخواهاد باود. الگاوریتم جساتجوی همساایگي متغيار از         

 در ایان پاووهش  كناد.   ها برای جستجوی جواب بهتر استفاده مي ابجایي بين آنساختارهای همسایگي متفاوت و ج

. باه عباارت دیگار، از    شود گرفته ميها برای یافتن بهترین جواب بهينه محلي به كار  تغيير سيستماتيکي از همسایگي

 ژنتياک تركيباي  در الگوریتم  .شود مياستفاده  برای جستجوی كارا و موثر استراتوی تغيير پویای ساختار همسایگي

مایش داده شده است، استفاده شده اسات: سااختار همساایگي    ن 4شکل  شده، از سه ساختار همسایگي كه در ارایه

 .(3𝒩) 3و درج( 2𝒩)2(، تعویض جفتي1𝒩) 1تعویض همجوار

كاه لزوماا    شود. در ساختار تعویض جفتاي، مقادار دو ژن  جا ميدر همسایگي اول، مقدار دو ژن مجاور جابه

شود و در ساختار درج، یک ژن از محل مربوطه حذف شاده و در مکاان دیگاری قارار     مجاور نيستند، تعویض مي

 گيرد. مي

شود. اگر بهبودی در شایستگي  نخست، جستجو روی ساختار همسایگي اول برای یافتن جواب بهتر انجام مي

صاورت،   بایاد. در غيار ایان   یافتاه اداماه ماي    بهبودروی جواب شود و جستجو روز ميجواب حاصل شد، جواب به

یاک بارای یاافتن جاواب باا      باه هاا یاک  بایاد. سااختارهای همساایگي   جستجو در ساختار همسایگي بعدی ادامه مي

گيرند. جابجایي باين سااختارهای همساایگي از افتاادن در نقطاه بهيناه محلاي،        شایستگي بهتر مورد بررسي قرار مي

ي هيچ جواب بهتری در یک ساختار همسایگي پيدا نشود، جواب بهينه محلاي حاصال شاده    كند. وقتجلوگيری مي

است. با تغيير در ساختار همسایگي و جستجو در ساختار همسایگي جدید، ممکن است جاواب بهتاری پيادا شاود.     

زیر شرح داده  صورتسازی الگوریتم جستجو بهشود. پيادهدر نهایت، جستجو بعد از تعداد ثابتي تکرار متوقف مي

 شده است.

t، تعداد تکرار x: قرار دهيد: جواب اوليه: 1گام   lو ساختار همسایگي  0 1 

 را توليد كنيد. xمربو  به جواب  x1، جواب همسایگي l𝒩: از طریق ساختار 2گام 

صاورت   كنيد، در غير این xرا جایگزین  x1بهتر است،  xاز ميزان شایستگي  x1: اگر ميزان شایستگي 3گام 

l l 1. 

                                                      
1 Adjacent interchange 
2 Swap 
3 Insertion 
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t: 4گام  t 1  5صاورت باه مرحلاه     ، اگر حداكثر تعداد تکرار حاصل شده است، توقف كنيد. در غيار ایان 

 بروید.

l: اگر 5گام   l، قرار دهيد 4 1  بروید. 2مرحله  صورت به بروید، درغيراین 2و به مرحله 
 

6 7 9 4 5 1 2 8 3 10 

          

6 7 4 9 5 1 2 8 3 10 

 (1𝒩) ساختار تعویض همجوار 

          

6 7 9 4 5 1 2 8 3 10 

 

6 7 9 4 8 1 2 5 3 10 

 (2𝒩) ساختار تعویض جفتي 

6 7 9 4 5 1 2 8 3 10 

          

6 7 4 5 1 2 8 9 3 10 

 (3𝒩) ساختار درج 

 جستجوی محلي ها در الگوریتمساختار همسایگي .۴ شکل

 

 روزرساني جمعیتبه 

پاذیرد كاه مياانگين شایساتگي جمعيات را       از یک سياست سختگيرانه كه فقط افراد جدیدی را ميپووهش در این 

هار دو والادش   جدیدی با تابع هدف بيشتر از فرزند بهبود بخشند استفاده شده است. در عمل این بدان معناست كه 

دهند،  افرادی كه متوسط كيفيت را افزایش ميتنها پذیرش . شود یا مساوی با یکي از والدینش، خود به خود رد مي

شاود. بارای    تری در بهباود بهتارین جاواب تااكنون ماي      شود اما باعث نرخ ثابت سریع باعث از دست رفتن تنوع مي

بسيار بهتر از سياساتي خواهاد    ،شود و نرخ بهبود های عالي مي این سياست منجر به جوابژنتيک تركيبي الگوریتم 

از رویه جهاش شادید شارح    برای مقابله با كاهش تنوع جمعيت  به علاوه بود كه هميشه افراد جدید پذیرفته شوند.

كامال، وارد  توليد نسال  شود. هر موقع هيچ جواب جدیدی نتواند در طول یک  استفاده ميقبل  داده شده در بخش

دهاد كاه    شود. وقتي هيچ جوابي نتواند وارد جمعيت شود نشاان ماي   جمعيت شود از رویه جهش شدید استفاده مي

های خيلي نزدیک به هم در فضای جواب همگرا شده اسات. در ایان شارایط ایجااد یاک      جمعيت به سوی جواب

تکااملي از ناو آغااز     رآیناد فشاود تاا    آید و در نتيجه یک جهش شدید اجرا ماي  بهبود جدید به سختي به دست مي

ها كه در حالت جمعيت ساختار یافته در گره ریشاه   ها به جز بهترین آنجهش شدید روی همه جواب فرآیندشود. 

 شود. واقع است اجرا مي
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شود تا رابطه سلسله مراتبي بين افراد حف  شاود. از آن   در پایان هر توليد نسل، جمعيت دوباره ساختارمند مي

به شکل سلسله مراتبي ساختار یافته و مرت  شده است تابع هدف هر فارد بایاد بهتار از تاابع هادف      جا كه جمعيت 

هاای   راد بهتری نسبت به بخاش های بالاتر اف های پایين آن قرار دارند. زیر بخش همه افرادی باشد كه در زیردرخت

باا   پيشارو صالاح، باا مقایساه هار     خواهاد باود. ا    باالاترین بخاش   پيشارو تر خواهند داشت و بهتارین جاواب،    پایين

شاود. یاک الگاوریتم سااده      ض ماي بهتار از آن باشاد جایشاان عاو     پشاتيبان شود. یعني اگر  یش انجام ميها ناپشتيب

 تواند این كار را انجام دهد. سازی درخت به راحتي مي مرت 

 هامحاسبه شایستگي کروموزوم 

شود. بنابراین بارای   و دیرهنگامي تمام كارها تعریف مي ميزان شایستگي هر كروموزوم برابر با مجموع زودهنگامي

محاسبه ميزان شایستگي یک كروموزوم، ابتدا كارها بر اساس توالي تعریاف شاده در كروماوزوم و باا اساتفاده از      

هاا باا هادف كميناه كاردن مجماوع زودهنگاامي و         یابند و ساپس انباشاته   ها تخصيص مي به انباشته First-Fitرویه 

اولين كار در ابتدای ليست انتخاب شده و در اولاين   First-Fitرویه در  شوند. روی ماشين پردازش مي دیرهنگامي

ای جای نگرفت، به یک انباشاته جدیاد    گيرد. اگر كار مربوطه در هيچ انباشته انباشته با ظرفيت خالي كافي قرار مي

 بنادی  زماان به منظاور محاسابه   شود.  ها تکرار مي شود. این رویه تا تخصيص تمام كارها به انباشته اختصاص داده مي

 ارایاه ریازی پویاا    های تشکيل شده، از الگوریتم برنامهبهينه با كمترین مقدار زودهنگامي و دیرهنگامي برای انباشته

شاده، بار اسااس یاک      ارایهریزی پویا  الگوریتم برنامه استفاده شده است. [24]توسط رفيعي پارسا و همکاران  شده

از آنجا كاه موعاد تحویال    كند.  تعيين مي ها رابطه بازگشتي حداقل هزینه زودهنگامي و دیرهنگامي را برای انباشته

شاود.   ها دقيقا در موعاد تحویال تکميال ماي     شکل است و یکي از انباشته-Vبندی بهينه  زمان دور فرض شده است،

 هاای تشاکيل شاده باه صاورت      مجموعه انباشته , ,..., mB B B  1 تعاداد   m را در نظار بگيریاد، كاه در آن    2

,به ازای  bB ها و انباشته ,...,b m1 را باه ترتيا     bnو  bP ای از كارهاا اسات.   ای شامل زیار مجموعاه   انباشته 2

های مجموعه  فرض كنيد انباشته در نظر بگيرید. bو تعداد كارهای قرار گرفته در انباشته  bزمان پردازش انباشته 

  1هاا  به ترتي  صعودی زمان پردازش وزني انباشاته (BWSPT  مرتا  شاده )    اناد، یعنايm

m

P P P

n n n
  1 2

1 2

 .

نحاوی كاه    اسات باه  هاای ماذكور    بنادی انباشاته   شده، یافتن توالي و زماان  ارایهریزی پویای  هدف الگوریتم برنامه

 .های زودهنگامي و دیرهنگامي كارها حداقل شود مجموع هزینه

هاای   این الگوریتم، به كمک یک رابطه بازگشتي حداقل هزیناه زودهنگاامي و دیرهنگاامي را بارای انباشاته     

,های  با فرض اینکه انباشتهكند.  تعيين مي مجموعه  , ,b1 2 )اند،  بندی شده زمان 1 )bET s  حداقل هزیناه  را

,هاای   بنادی انباشاته   زمان ,...,b b m1      بنادی شاده دارای    هاای زماان   قراردهياد. مجماوع زماان پاردازش انباشاته

بنادی شاده    هاای زماان  ، مجموع زمان پردازش انباشاته sدر نظر بگيرید. از آنجا كه با دانستن  sزودهنگامي را نيز 

هاای   شود. مجموع زمان پردازش تمام انباشاته  تعریف مي sدارای دیرهنگامي قابل تعيين است، متغير حالت تنها با 

bبندی شده برابر است با  از قبل زمان

aa
P




1

1
های دارای دیرهنگاامي برابار    بنابراین مجموع زمان پردازش انباشته، 

                                                      
1 Batch weighted shortest processing time 
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bبا 

aa
P s






1

1
شاده باه صاورت زیار تعریاف       ارایاه ریزی پویای  رابطه بازگشتي در الگوریتم برنامه خواهد بود. 

 شود: مي

 

  ( ) min ( ),  ( )
b

b b b b b a ba
ET s n s ET s P n P s ET s 

    1 11
 (1) 

 گرفته شده است:شرایط حدی نيز به صورت زیر در نظر 

( ) ,        , ,...,
m

m aa
ET s s P 

  1 1
0 01 (2) 

)بندی بهينه از طریق یافتن  زمان )ET1 متناظر با آن با برگشات باه عقا  تعياين      بندی زمانآید و  به دست مي 0

ام قبال  b، عبارت اول و دوم به ترتي  هزینه قراردادن انباشته (1) لازم به ذكر است در رابطه بازگشتيخواهد شد. 

را در  b اگار انباشاته   دهاد.  از موعد تحویل )در ابتدای توالي( و بعد از موعد تحویل )در انتهای توالي( را نشان مي

bs به sدارای زودهنگامي خواهد بود و متغير حالت از  sازه ابتدای توالي قرار دهيم، این انباشته به اند P   تغييار

را در انتهای توالي قرار دهايم، ایان انباشاته باه انادازه       bصورت اگر انباشته  خواهد كرد )عبارت اول(. در غير این
b

aa
P s


 1

 دارای دیرهنگامي خواهد بود و متغير حالت تغيير نخواهد كرد )عبارت دوم(. 

 

 قي تصادفي حریصانهیجستجوی تطبالگوریتم  ۴-۲

پرداختاه    SUMET( بارای مسااله  GRASP) قاي تصاادفي حریصاانه   يجستجوی تطبالگوریتم  ارایهدر این بخش به 

معرفاي شاده اسات. ایان      [29]اسات كاه توساط فئاو و رسانده       یک روش فراابتکاری GRASPالگوریتم شود.  مي

، 1سازی تركيباي شاامل الگاوریتم ابتکااری حریصاانه      الگوریتم تركيبي از سه رویکرد كلاسيک كاربردی در بهينه

از یک جاواب آغاازین كاه توساط الگاوریتم       GRASP، و رویه جستجوی محلي است. الگوریتم 2تصادفي كردن

ه تصادفي ایجاد شده است، شروع كرده و از طریق جستجوی محلاي ساعي بار بهباود آن دارد. جساتجوی      حریصان

شاود.  یابد. این رویه به منظاور یاافتن بهتارین جاواب چناد باار تکارار ماي         محلي تا رسيدن به شر  توقف ادامه مي

مرحلاه اسات: سااخت جاواب و بهباود جاواب. مکاانيزم         دوای تکراری شامل  ، رویهبنابراین ساختار این الگوریتم

گردد: الگوریتم حریصانه سازنده و نحوه تصادفي كردن. فارض كنياد    ساخت جواب با دو جزء اصلي مشخص مي

ای از مجموعه عناصر )اجزای جواب( است. جواب با اضافه كردن مرحله به مرحله یاک   جواب شامل زیرمجموعه

نتخاب عنصار بعادی باا برداشاتن تصاادفي عنصار باه صاورت یکنواخات از ليسات           شود. ا عنصر جدید، ساخته مي

 شود.   كاندیداها انجام مي

مرحله دوم الگوریتم، فرآیند جستجوی محلي است كه هدف آن بهبود جواب به دست آمده در مرحلاه اول  

تااثير بسازایي دارد.    GRASPاست. انتخاب توابع ابتکاری موثر و طول ليست كاندید مناس  بر عملکرد الگوریتم 

                                                      
1 Greedy heuristic 
2 Randomization 
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كند ولي به دليل سادگي، عمدتا بسايار ساریع اسات و در زماان كوتااه      این الگوریتم از حافظه جستجو استفاده نمي

 .های جستجو، را نيز داردكند. همچنين قابليت ادغام در سایر تکنيکمي ارایههای نسبتا خوبي جواب

 الگوریتم حریصانه تصادفي ۴-۲-۱

شاود، آغااز   ، از یک جواب شدني كه توسط الگوریتم حریصانه تصاادفي تولياد ماي   GRASPالگوریتم هر تکرار 

شود و جستجو تا رسيدن به شر  عنوان جواب اوليه رویه جستجوی محلي در نظر گرفته ميشود. این جواب، به مي

يد یک جاواب مشاخص در هار    یابد. الگوریتم حریصانه تصادفي به دليل ماهيت تصادفي آن از تولتوقف ادامه مي

 كند.  تکرار جلوگيری مي

كاه   ETFF-LPTشده، الگاوریتم حریصاانه تصاادفي بار اسااس روش ابتکااری        ارایه GRASPدر الگوریتم 

، نخست  ETFF-LPTكند. در الگوریتم، یک جواب اوليه توليد ميهشد ارایه [24] توسط رفيعي پارسا و همکاران

شوند. اولين كار تخصيص نيافته در ابتدای ليسات در اولاين   مرت  ميشان های پردازشكارها به ترتي  نزولي زمان

، انباشته جدیدی ایجااد  ای جای نگرفتكار مربوطه در هيچ انباشتهگيرد. اگر انباشته با ظرفيت خالي كافي قرار مي

 شود.ها تکرار مياین رویه تا تخصيص تمام كارها به انباشتهیابد. شده و كار به انباشته جدید تخصيص مي

در  ETFF-LPT( در الگاوریتم ابتکااری  RCL) 1ليست كاندید محادود شاده  با تعریف ماهيت تصادفي بودن 

ها، به جاای  بنابراین در الگوریتم ابتکاری حریصانه تصادفي، به منظور تخصيص كارها به انباشته شود.نظر گرفته مي

كاار تخصايص نيافتاه باا      kانتخاب كار تخصيص نيافته با بيشترین زمان پردازش، كار به صورت تصادفي از اولين 

باا بيشاترین زماان پاردازش، ليسات كاندیاد        كار تخصيص نيافتاه  kشود. اولين خاب ميبيشترین زمان پردازش انت

 هاا، انباشاته  تشاکيل  از بعد. است RCLاندازه  kدهند كه در آن تشکيل مي GRASPمحدود شده را در الگوریتم 

 ناه یهز حاداقل باا   يناه به بنادی  زماان شارح داده شاد،   قبال  كاه در بخاش    پویاا  ریازی برناماه  الگاوریتم  از استفاده با

 .آیدمي دست به شده تشکيل های نباشتها يرهنگامید و يزودهنگام

 رویه جستجوی محلي ۴-۲-۲

و درج  2در رویه جستجوی محلي از دو ساختار همسایگي استفاده شده است. سااختار همساایگي تعاویض دو كاار    

هاای متفااوت باه صاورت تصاادفي انتخااب شاده و        بنادی شاده در انباشاته    تعویض، دو كار زمان. در ساختار 3كار

شوند. در ساختار همسایگي درج، یک كار تصادفي از یک انباشته انتخاب شده و باه صاورت تصاادفي    جا مي جابه

تن محادودیت ظرفيات   گيرد. هر دو ساختار همسایگي با درنظار گارف   در انباشته دیگر یا یک انباشته جدید قرار مي

یگي اول برابار  همساا شوند و احتماال انتخااب    ها به صورت تصادفي انتخاب مي گيرد. همسایگي ماشين صورت مي

  ،هاای   نباشاته حاداقل هزیناه زودهنگاامي و دیرهنگاامي ا    است. بعد از یافتن یک جواب طبق ساختار همسایگي

 شود. روزرساني جواب تعيين ميتشکيل شده به منظور به
 

                                                      
1 Restricted candidate list 
2 Job interchange 
3 Job insertion 
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 نتایج محاسباتي ۵

اسات.   SUMETشاده بارای مسااله     ارایاه هاای   ارزیابي عملکرد الگوریتم تنظيم پارامترها و سپس هدف این بخش

اسات. آزمایشاات    نویسي و اجرا شاده  برنامه  MATLAB 10.0افزار  شده، به كمک نرم ارایههای  تمامي الگوریتم

بارای انجاام   اجارا شاده اسات.     GB 4و حافظاه   GHz 3.1مپيوتر شخصاي باا پردازناده    محاساباتي روی یاک كاا   

متعاددی بار    است. پارامترهای در نظر گرفته شده [4]مشابه جولای و دوپونت  يمسایلآزمایشات محاسباتي، نمونه 

 مساایل گذار هستند، نظير تعداد كارها، اندازه كارها، و زمان پردازش كارها. مشخصات نمونه نتایج محاسباتي تاثير

 اده شده به شرح زیر است:استف

 ( تعداد كارهاn در محدوده )در نظر گرفتاه   200، و 100، 80، 60، 40، 20، 15، 12، 10و در ابعاد  200تا  1

 است. شده

 ( اندازه كارهاjsاعداد صحيح تصادفي از توزیع )  هاای یکنواخاتU[ , ]110 ،U[ , ]3 8 ،U[ , ]4 ]Uو  10 , ]1 5 

 است.

 است. 100تا  1ها، اعداد صحيح از توزیع یکنواخت بين  زمان پردازش كارها روی ماشين 

  است. در نظر گرفته شده 10برابر  آزمایشات محاسباتيظرفيت ماشين در تمام 

 

 تنظیم پارامترهای الگوریتم ۵-۱

 شود. شده در این مقاله شرح داده مي ارایهدر این بخش، نحوه تنظيم پارامترهای الگوریتم 

 HGAتنظیم پارامترهای الگوریتم  ۵-۱-۱

 باا  به مقادیر پارامترهای موثر بر فرآیند جستجو حساس است. به منظور دستيابي باه نتاایج   HGAعملکرد الگوریتم 

آزمایشاات اولياه نشاان داد كاه      .الگاوریتم ضاروری اسات    پارامترهاای  بارای  مناسا   مقاادیر  انتخاب بالا، كيفيت

(، ℳ(، نرخ جهش )𝒞ي  )(، نرخ تركpop_sizeپارامترهای موثر بر عملکرد الگوریتم عبارتند از: اندازه جمعيت )

(. برای یافتن مقادیر مناس  بارای ایان پارامترهاا، طراحاي     maxt)جستجوی محلي و حداكثر تعداد تکرار الگوریتم 

انجام شده اسات. روش تااگوچي باا تعاداد آزمایشاات كمتار ساعي بار          [30] 1ها بر اساس روش تاگوچيآزمایش

 و سيستم با حداقل كردن تغييرات در نتاایج دارد. بارای یاافتن مقاادیر مناسا  پارامترهاا، تجزیاه        2افزایش پایداری

نویساي   برای برنامه  Minitab 17افزار آماری از نرم .است شده اجرا مختلف تنظيمات با ایستردهگ مقدماتي تحليل

سطح برای هر یک از مقادیر  3عامل و  4بر اساس نتایج به دست آمده، و اجرای آزمایشات آماری استفاده شده و 

 شود.نشان داده مي 1جدول ها در ها و سطوح مختلف آنيات عاملرامترها درنظر گرفته شده است. جزیپا

 

                                                      
1 Taguchi method 
2 Robustness 
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 HGAها در الگوریتم سطوح عامل .۱ جدول

A :جمعیت اندازه 
(pop_size) 

B :ترکیب نرخ 
(𝒞) 

C :جهش نرخ 
(ℳ) 

D محلی جستجوی: حداکثرتعداد تکرار 

( maxt ) 

A(۱): ۱۳ B(۱): 2/0  C(۱): 0۱/0  D(۱): ۱0 

A(2): ۴0 B(2): ۴/0  C(2): ۱/0  D(2): 20 

A(۳): ۱2۱ B(۳): 8/0  C(۳): 5/0  D(۳): ۳0 

)آرایه متعامد  )L 4
9 نمونه  20برای سناریو تعریف شده  9ست. تمامي ها ا بهترین طراحي برای سطوح عامل 3

 HGAاجرا برای این طراحي مورد نياز است. تابع هدف الگاوریتم   180مساله اجرا شده است. بنابراین، در مجموع 

 به عنوان متغير پاسخ طراحي در نظر گرفته شده است.  

، بااه صااورت S/Nنساابت  شااود.گيااری مااي( اناادازهS/N) 1اخااتلال-بااه-پایااداری الگااوریتم بااا معيااار اثاار 

log( )ET تغييرات كمتر نتایج خروجاي   S/Nسازی، مقدار بيشتر نسبت حداقل مسایلشود. برای ميمحاسبه 210

های مختلف هستند، به طبع آن مقيااس  نمونه از اندازه مسایلكه  را به همراه خواهد داشت. از طرفي، با توجه به این

منظاور، باه جاای مقادار     حذف شود. به این  مسایلبایست اثر اندازه مقادیر توابع هدف متفاوت خواهد بود، لذا مي

بااه صااورت   RPD( اسااتفاده شااده اساات.   RPD) 2تااابع هاادف هاار مساااله نمونااه از درصااد انحااراف نساابي      

( ) / ( )best worst bestET ET ET ET  شود كه در آنمحاسبه ميET       مقدار تابع هادف مسااله نموناه باه دسات

به ترتي  بهترین و بدترین مقدار تابع هدف به دسات آماده مسااله     worstETو  bestET، و HGAالگوریتم  آمده از

 شود.به كمک رابطه زیر محاسبه مي rبرای سناریو  S/Nنمونه در سناریوهای مختلف است. بنابراین، نسبت 

( / ) log( )r iri
S N RPD


  

20 2

1

1
10

20
  , ,...,r 1 2 9 (3)  

تارین مقادار    )حاداكثر پایادرای( و كام    S/Nبرای هر عامل، بهترین سطح، سطحي است كه بيشاترین نسابت   

RPD بيان شده است. 2جدول  )حداقل هزینه( را دارد. مقادیر نهایي پارامترهای الگوریتم در 

 HGAها در الگوریتم عاملسطوح انتخاب شده  .۲ جدول

A :جمعیت اندازه 
(pop_size) 

B :ترکیب نرخ 

(𝒞) 

C :جهش نرخ 

(ℳ) 

Dجستجوی یتم: حداکثرتعداد تکرار الگور 

 محلی

( maxt ) 

A(2): 40 B(3): 8/0  C(2): 1/0  D(3): 30 

 GRASPتنظیم پارامترهای الگوریتم  ۵-۱-۲

(، احتمااال اسااتفاده از k) RCLشااده، عبارتنااد از: اناادازه   ارایااه GRASPپارامترهااای تاثيرگااذار باار الگااوریتم  

ساختارهای همسایگي و حداكثر تکرار برای توقف الگوریتم. آزمایشات اوليه برای انتخااب مقاادیر مناسا  بارای     

روش  از، HGAمشاابه الگاوریتم   فتن مقاادیر مناسا  بارای ایان پارامترهاا،      این پارامترها انجام شده است. برای یاا 
                                                      

1 Signal-to-Noise 
2 Relative percentage deviation 
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رامترها سطح برای هر یک از مقادیر پا 2عامل و  3شده است. بر اساس نتایج به دست آمده،  استفاده [30]تاگوچي 

 نشان داده شده است. 3جدول  ها درها و سطوح مختلف آنيات عاملدرنظر گرفته شده است. جزی

 GRASPها در الگوریتم سطوح عامل .۳ جدول

Aاندازه ليست : 
(k) 

Bاحتمال انتخاب همسایگي : 

( ) 

C :حداكثرتعداد تکرار الگوریتم 

(
max

t ) 

A(1): 2 B(1): 5/0  C(1): 100 

A(2): 4 B(2): 9/0  C(2): 500 

)آرایه متعامد  )L 3
8 نمونه  20برای سناریو تعریف شده  8ست. تمامي ها ابهترین طراحي برای سطوح عامل 2

مقاادیر نهاایي پارامترهاای     اجرا برای این طراحي مورد نيااز اسات.   160مساله اجرا شده است. بنابراین، در مجموع 

)Aبيان شده است. طبق نتایج حاصل از طراحي تاگوچي، بهترین ساطوح  4جدول  الگوریتم در )2،B( )Cو2( )2

 است.

 GRASPسطوح انتخابي پارامترهای الگوریتم  .۴ جدول

Aاندازه ليست : 
(k) 

Bاحتمال انتخاب همسایگي : 

( ) 

C :حداكثرتعداد تکرار الگوریتم 

(
max

t ) 

A(2): 4 B(2): 9/0  C(2): 500 

 

 شده ارایههای الگوریتم کارایي ارزیابي ۵-۲

ابتادا باه ارزیاابي    اسات.  ایان مقالاه    شاده در  ارایاه  GRASPو  HGAهاای  هدف این بخش اعتبارسنجي الگاوریتم 

( Max( و حاداكثر ) Avgميانگين )بنابراین،  كوچک پرداخته شده است. مسایلشده برای نمونه  ارایههای الگوریتم

شاده   ارایاه  شاخ و كاران دست آمده از الگوریتم  فراابتکاری با جواب بهينه بههای درصد اختلاف جواب الگوریتم

 نشان داده شده است. 5جدول  اندازه و تعداد كارها دربه تفکيک   [24]توسط رفيعي پارسا و همکاران 

 10قادر به یافتن جواب بهينه برای تماام مساایل باا     GRASPو  HGAهای ، الگوریتم5بر اساس نتایج جدول 

درصاد و   6/0از جواب بهينه در نمونه مسایل كوچک به طور متوسط  HGAكار هستند. اختلاف جواب الگوریتم 

است. نتایج حاكي از معتبر و همچناين كاارا   درصد گزارش شده 5/1در حدود  GRASPوریتم این مقدار برای الگ

 ها است.بودن این الگوریتم

هاای بازرگ در   است، یافتن جواب بهينه مسااله در انادازه   NP-hard، یک مساله SUMETاز آنجا كه مساله 

ای فراابتکاری، از حد پایين ارایه شده توساط  هپذیر نيست. برای سنجش ميزان كارایي الگوریتمزمان معقول امکان

های فراابتکااری بار   ارایي الگوریتماستفاده شده است. بنابراین، در این بخش ميزان ك [24]رفيعي پارسا و همکاران 

 شود. ا مقدار حد پایين ارزیابي ميها تاساس فاصله آن
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 ل كوچکاری و جواب بهينه برای نمونه مسایهای فراابتکمقایسه نتایج الگوریتم. ۵جدول 

𝒔𝒋 𝒏 
 HGA  GRASP 

 Avg Max  Avg Max 

[۱, ۱0] 

۱0  0/00 0/00  0/00 0/00 

۱2  0/00 0/00  1/61 7/61 

۱5  1/41 2/13  2/73 4/12 

20  2/06 3/37  3/04 5/74 

 ۴/۳۷ ۱/۸۵  ۱/۳۸ ۰/۸۷  میانگین

        

[۳, 8] 

۱0  0/00 0/00  0/00 0/00 

۱2  0/00 0/00  1/17 5/84 

۱5  0/00 0/00  2/06 6/23 

20  2/64 3/77  4/59 7/24 

 ۴/۸۳ ۱/۹۶  ۰/۹۴ ۰/۶۶  میانگین

        

[۴, ۱0] 

۱0  0/00 0/00  0/00 0/00 

۱2  0/00 0/00  0/00 0/00 

۱5  0/00 0/00  0/00 0/00 

20  0/00 0/00  0/84 1/73 

 ۰/۴۳ ۰/۲۱  ۰/۰۰ ۰/۰۰  میانگین

        

[۱, 5] 

۱0  0/00 0/00  0/00 0/00 

۱2  0/00 0/00  1/49 6/18 

۱5  1/57 3/63  2/47 4/76 

20  2/84 3/34  3/19 4/92 

 ۳/۹۷ ۱/۷۹  ۱/۷۴ ۱/۱۰  میانگین

 

اناد.   برای توليد جواب نزدیک بهينه حل شاده  GRASPو  HGAهای به كمک الگوریتم مسایلتمامي نمونه 

 ها بر اساس درصد اختلاف جواب الگوریتم از حد پایين طبق رابطهسپس ميزان كارایي الگوریتم

  
گازارش شاده اسات. شار       6ها از حاد پاایين در جادول    درصد اختلاف الگوریتمشود. متوسط سنجيده مي

اسات. متوساط خطاای    ثانياه در نظار گرفتاه شاده     60مادت زماان    GRASPو  HGAتوقف برای هر دو الگوریتم 

% اسات.  64/11برابار   GRASP% و ایان مقادار بارای الگاوریتم     82/6برابر  مسایلبرای همه نمونه  HGAالگوریتم 

 شده است. ارایه 8و  7به ترتي  در جداول  GRASPو  HGAهای درصد خطای الگوریتمتوزیع 
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 HGAتوزیع درصد خطای الگوریتم  .۷ جدول

 [100-15) [15-10) [10-5) [5-1) [1-0] (٪خطا )

 5/83 13/41 30/47 42/53 7/76 (٪فراواني نسبي )

 100/00 94/17 80/76 50/29 7/76 (٪فراواني نسبي تجمعي )

 
 GRASPوزیع درصد خطای الگوریتم ت .۸ جدول

 [100-15) [15-10) [10-5) [5-1) [1-0] (٪خطا )

 11/61 28/39 30/49 24/17 5/34 (٪فراواني نسبي )

 100/00 88/39 60/00 29/51 5/34 (٪فراواني نسبي تجمعي )

% استفاده شده است. نتایج مقایساه در  5ها از آزمون تي زوجي با سطح اطمينان  برای مقایسه كارایي الگوریتم

مرباو  باه آزماون مقایساه كاارایي       P-valueشاود، مقادار   طاور كاه مشااهده ماي     شده است. هماان  ارایه 9جدول 

وجاود دارد.    توان نتيجه گرفت تفاوت معناداری بين كارایي دو الگوریتم است. بنابراین مي 015/0ها برابر  الگوریتم

تار از مقادار ایان متوساط در      ، كام HGAبا توجه به اینکه متوسط درصد اختلاف نسبت به حد پایين در الگاوریتم  

 كند. تری برای مساله توليد مي های مناس  جواب HGAتوان نتيجه گرفت الگوریتم  است، مي GRASPالگوریتم 

  GRASPو  HGAهای  آزمون تي زوجي برای مقایسه الگوریتم. ۹جدول 

  HGA GRASP 

Mean ۶/82 ۱۱/۶۴ 

Observations ۴80 ۴80 

Hypothesized Mean Difference 0  

Df ۴۷۹  

t Stat 2/۱۶۷  

P(T<=t) one-tail 0/0۱5  

t Critical one-tail ۱/۶۴8  

 پایينهای فراابتکاری نسبت به حد متوسط خطای الگوریتم. ۶جدول 

n  js HGA GRASP  js HGA GRASP 

20  

[1, 10] 

4/32 7/67  

[4, 10] 

3/42 5/57 
40  5/14 8/76  3/92 6/07 
60  6/74 9/18  4/21 7/69 
80  7/89 11/77  4/79 8/98 
100  9/31 15/06  5/57 12/87 
200  11/29 20/59  6/83 19/69 

         

20  

[3, 8] 

4/54 6/09  

[1, 5] 

4/66 6/09 
40  4/86 7/45  5/19 7/45 
60  5/12 8/13  7/18 8/13 
80  5/48 9/88  9/74 11/88 
100  6/37 14/07  14/03 19/07 
200  6/84 21/6  16/26 25/6 
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، باه عناوان   HGAهاای فراابتکااری، عملکارد الگاوریتم      در آزمایشي دیگر، برای ارزیابي كاارایي الگاوریتم  

باه ناام الگاوریتم     [23]شده، با الگوریتم توسعه داده شده توساط لاي و همکااران     ارایهبهترین الگوریتم فراابتکاری 

GAMARB اند و شار  توقاف بارای دو الگاوریتم      نمونه با هر دو الگوریتم حل شده مسایل شود. تمام مقایسه مي

 شده است. ارایه 10تکرار درنظر گرفته شده است. نتایج مقایسه عملکرد این دو الگوریتم در جدول  1000

 

دارد. كاارایي   GAMARBعملکرد بهتری نسبت به الگوریتم  HGAشود الگوریتم  مشاهده ميطور كه  همان

باا كارهاای دارای انادازه بازرگ      مساایل تر از  با كارهای با اندازه كوچک قابل توجه مسایلبرای  HGAالگوریتم 

هاایي باا    ناد و جاواب  با كارهای دارای اندازه بزرگ دو الگاوریتم تقریباا عملکارد یکسااني دار     مسایلاست. برای 

 GAMARBو  HGAهای  نتایج  مقایسه الگوریتم. ۱۰جدول 

𝒔𝒋 𝒏 HGA GAMARB HGA/ GAMARB 

[۱, ۱0] 

20 656/6 675/0 0/9728 
40 2716/4 2841/2 0/9561 
60 5813/0 6219/3 0/9347 
80 10072/4 10859/8 0/9275 
100 15202/2 16520/4 0/9202 
200 61873/3 67275/5 0/9197 

 ۰/۹۳۸۵ ميانگين  

     

[۳, 8] 

20 296/2 300/3 0/9864 
40 1201/5 1220/6 0/9844 
60 2525/6 2573/2 0/9815 
80 4294/6 4376/4 0/9813 
100 7058/3 7193/4 0/9812 
200 27159/7 27762/1 0/9783 

 ۰/۹۸۲۲ ميانگين  

     

[۴, ۱0] 

20 1303/6 1316/1 0/9905 
40 5409/3 5477/0 0/9876 
60 11865/9 12023/4 0/9869 
80 18812/0 19114/3 0/9842 
100 31972/3 32565/0 0/9818 
200 127355/6 129968/0 0/9799 

 ۰/۹۸۵۲ ميانگين  

     

[۱, 5] 

20 160/5 163/9 0/9795 
40 561/8 584/8 0/9607 
60 1205/3 1291/7 0/9331 
80 2124/0 2340/9 0/9074 
100 3534/6 3968/3 0/8907 
200 13730/6 15523/6 0/8845 

 ۰/۹۲۶۰ ميانگين  
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های متناوع از كارهاا كمتار     كيفيت یکسان حاصل شده است. وقتي اندازه كارها بزرگ است امکان تشکيل انباشته

شود كه تفاوت عملکارد   تر است. همچنين مشاهده مي شود و به همين جهت كارایي دو الگوریتم به هم نزدیک مي

نماایش داده   5یابد. نتایج بر اساس اندازه كارهای مختلف در شاکل   ها با افزایش تعداد كارها افزایش مي الگوریتم

 است. شده

 
 بزرگ مسایلبرای نمونه  GAMARBو  HGAهای مقایسه عملکرد الگوریتم .۵شکل 

 

 آتي مطالعات پیشنهاد و بندیجمع ۶ 

باا هادف كميناه كاردن      ينهپردازنده انباشاته تاک ماشا    يستمس یک در هنگامبه يدتول بندی زمان، مساله مقالهدر این 

 GRASPو  HGAدو الگاوریتم  كارهاا ماورد بررساي قارار گرفات.       یرهنگاميو د يزودهنگام هایینهمجموع هز

بنادی   ریزی پویا برای زمان ها، یک رویکرد برنامه در این الگوریتمشد.  ارایه های نزدیک به بهينه جواب يدتولبرای 

 ههاای توساعه داده شاد    در نهایت از آزمایشات محاسباتي برای بررسي كارایي الگوریتمها به كار گرفته شد.  انباشته

 یتمالگاور  یمقادار بارا   یان % و ا82/6برابار   HGAیتم الگاور  یبه دست آمده، متوسط خطا یجنتا طبقاستفاده شد. 

GRASP  ووهش به صورت جدی وجود داشت، عادم دسترساي   محدودیتي كه در انجام این پ% است. 64/11برابر

بنادی تولياد انباشاته باا در نظار گارفتن        زمان مسایلبا توجه به اهميت های واقعي در صنعت نيمه هادی بود.  به داده

های توليد به هنگام، همچنان خلأهای مطالعاتي زیادی در این زمينه وجاود دارد. در نظار گارفتن شارایط      استراتوی

تار شادن باه شارایط واقعاي       تواند در جهات نزدیاک   آلات مي زمان دسترسي به كارها و خرابي ماشين پویایي مانند

های توليد حد پایين برای مساله دارای جذابيت است.  های دقيق و روش الگوریتم ارایهكمک كننده باشد. همچنان 

هاای مناسا     واند یکي از گزیناه ت ولف برای حل مساله مي-های تجزیه مانند روش تجزیه دنتزیگ استفاده از روش

هاای پاردازش انباشاته نياز      هنگاام در دیگار محايط    های توليد باه  در نظر گرفتن استراتویبرای تحقيقات آتي باشد. 

 تواند یکي دیگر از موضوعات تحقيقات آتي باشد. مي
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