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 چکیده 

پارامترهای  انتخاب نادرست طوری كهه ب دارد، آن پارامترهای تنظيم با مستقيمي ارتباط فراابتکاری ایه الگوریتم یيكارا

 تاگوچي روش به آزمایشات طراحي روشتركيب  تحقيق این گردد. در مي آن ناكارآمدی باعث كارا، كاملاً الگوریتمي

له جریان كارگاهي جایگشتي دوباره مسا حل الگوریتم ژنتيک برای ا جهت بالا بردن كارایيه و روش تحليل پوششي داده

سناریوهای مختلفي جهت انتخاب اپراتورهای الگوریتم ژنتيک برای واحدهای تحت  .شودمي گرفته كار بهواردشونده 

سازی تابع  هدف كمينه گيرند. در ابتدا با استفاده از روش تاگوچي برای هر واحد، پارامترهای بهينه با ميارزیابي شکل 

دیركرد كارها( مشخص شده، سپس واحدهای كارا جهت تعيين بهترین عملگرهای الگوریتم با توجه به هدف )حداكثر 

تواند به عنوان روشي برای تنظيم  ميگردند. این تحقيق  ميبندی  رین زمان ممکن، تعيين شده و رتبهت بهينه تابع هدف در كم

كار  های آزمایش و خطا به اجتناب از معایب مربوط به روشای تکاملي و فراابتکاری با هدف ه پارامترهای دیگر الگوریتم

 گرفته شود.

 

ژنتيک،  بندی، جریان كارگاهي جایگشتي دوباره واردشونده، پارامترها و عملگرهای الگوریتم زمان :کلمات کلیدی

 .ترسنپ-اندرسنبندی  تاگوچي، مدل رتبه آزمایشات ا، طراحيه تحليل پوششي داده

 

 

 مقدمه 1

 از منابع موجود توليد )اعمم  به سفارشات مشتریان تخصيص و زماني توالي توليد عبارت است از تعيين بندی زمان

 بمه  توجمه  با بندی های مربوطه. معمولاً زمان ای از عمليات مجموعه انجام منظور به (غيره و ابزار ،هاماشين پرسنل،

                                                           
 دار مکاتباتعهده* 

 najafi1515@yahoo.com آدرس الکترونيکي:
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 موعمدهای  بمه  ساخت، دستيابي جریان در موجودی كارجریان ساخت و  در كار زمان سازی كمينه نظير: اهدافي

بنمدی   شود. بسياری از مسمایل زممان   مي كاری انجام مراكز از برداری بيشتر و بهره خروجي سازی بيشينه تعهدشده،

گيرند، از نظر محاسباتي بسيار پيچيده شده، به طوری كمه در كملاس    ميكه تمام مفروضات دنيای واقعي را درنظر 

در یمک زممان    تمر  بمزر   انمدازه شود یافتن حل بهينه برای موارد با  ميگيرند، كه باعث  قرار ميNP-Hard مسایل 

ای هم  ای یمافتن حمل قابمل قبمول اسمتفاده از الگموریتم      هم  یکمي از  راه  گونه مموارد،  ممکن گردد. در اینمعقول، غير

باشمد. از   ممي و نظيمر آن   (TS) جستجوی ممنوع(، SA)د سازی تبری شبيه (،GAفراابتکاری مانند الگوریتم ژنتيک )

هميشه یک مشکل چمالش برانگيمز    ای فراابتکاری، تنظيم پارامترهای ورودی آنهاه آنجا كه در استفاده از الگوریتم

ایي هم  ها بما روش  الگوریتم باشد، در تحقيقات اخير تنظيم پارامترهای این ميآنها  ای ناشي ازه در بهبود كيفيت حل

 .و غيره مورد توجه قرار گرفته است ایش و خطا، طراحي آزمایشات، تاگوچيآزم مانند

ای مختلفي برای تحقيق تجربي طراحي آماری وجود دارد. با این ه ا، روشه به منظور كاليبره كردن الگوریتم

هميشه [. این رویکرد 3-1حال، رویکرد غالب مورد استفاده و روش جامع، یک آزمایش فاكتوریل كامل است ]

گردد. برای  هي افزایش یابند، بررسي دشوار ميا به ميزان قابل توجه كه تعداد عامل زیرا زماني كارآمد نيست

تنها  FFE[. 4] توسعه داده شد(FFEs)  1ای فاكتوریل كسریه ای مورد نياز، آزمایشه كاهش تعداد آزمایش

گيرد.  خي از تعاملات آنها را در نظر ميربخشي از كل تركيبات ممکن را برای تخمين اثر اصلي عوامل و ب

این  را ایجاد كرد كه در نهایت تعداد آزمایشات را كاهش داد، با FFE های [ یک خانواده از ماتریس5تاگوچي ]

ای متعامد برای مطالعه تعداد زیادی متغير تصميم با ه تاگوچي، آرایه دهند. در روش حال اطلاعات كافي ارایه مي

سازی  یک الگوریتم ژنتيک برای بهينه [6چنگ و چانگ ] .گيرند ا مورد استفاده قرار ميه زمایشتعداد كمي از آ

بيني یک برنامه تركيبي  پيش و با استفاده از طراحي آزمایشي تاگوچي جهت بندی جریان كارگاهي زمان لهمسا

 الگوریتم پيشنهادی، شامل حل اوليه، هفت فاكتور از كردند. آنها ارایهالگوریتم پيشنهادی  برای پارامترهای بهينه

سازی  و روش جهش را آزمایش و بهينه نرخ جهش، تعداد جمعيت، نرخ تقاطع، روش انتخاب، روش تقاطع،

ای تصادفي ه زمان راه اندازی و شکست با درنظر گرفتن فرض توالي وابسته به [7كردند. غلامي و همکاران ]

جریان كارگاهي را توسعه دادند. آنها برای تنظيم  بندی زمان سالهم، یک الگوریتم ژنتيک برای حل هاماشين

[ همچنين برای تنظيم پارامترهای 8نادری و همکاران ] كردند. ميپارامترهای الگوریتم، از روش تاگوچي استفاده 

توسعه داده شده از روش تاگوچي با فرض توالي  تلفيقيبندی جریان كارگاهي  كه برای حل زمان SA الگوریتم

بندی سرد  الگوی سرد شدن، زمان فاكتورهایي نظير حل اوليه، . آنهااستفاده كردند سازی زمان آماده وابسته به

توقف همچنين  در هر درجه حرارت، دماهای اوليه و شدن، درجه حرارت اوليه، تعداد جستجوهای همسایگي

برای هر یک از این  و با انتخاب سطوح مختلف SAبه عنوان فاكتور قابل كنترل  جستجو همسایگي ساختار

[ برای تعيين مقادیر 9فاكتورها، مقادیر بهينه را با استفاده از روش تاگوچي پيدا كردند. زندیه و روماني ]

بندی و قبول سفارش در  زمان مسالهجغرافيای زیستي و ژنتيک جهت حل  ای فراابتکاریه پارامترهای الگوریتم

                                                           
1 Fractional Factorial Experiments (FFEs) 
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 مسالهحل  بهترین به دستيابي برای[ 10]آزاده و همکاران تاگوچي استفاده كردند.  روشاز محيط تک ماشينه 

روش  از استفاده پيشنهادی را با الگوریتم پارامترهای فاسد شدني، محصول تک نقل و حمل با موجودی مسيریابي

 .كردند تعيينتاگوچي 

از الگوریتم ژنتيک  عناصر در مونتاژ تخته مدار چاپي تخصيص  مسالهبه منظور حل  [11]هاردز و همکاران 

ماشين، آنها  شده در یک عنصر تعبيه 10شامل  تعيين توالي،  مسالهبرای حل  استفاده كردند. سپس، به ترتيب

نرخ توليد  تقاطع وای آزمایشي را جهت تعيين بهترین نوع عملگر تقاطع، نوع عملگر توليد مجدد، نرخ ه طرح

 مجدد به كار بردند. 

 RSMاست. (RSM)ای فراابتکاری، روش سطح پاسخ ه الگوریتم روش دیگر برای تنظيم پارامترهای

 سازی و تجزیه و تحليل مسایلي است كه در آنبرای مدل ای ریاضي و آماری است كه مناسبه روشتركيبي از 

است. در ميان ه پاسخ سازی گيرد، كه هدف آن بهينه مي ورودی تحت تاثير قرار متغير پاسخ توسط چندین متغير

ای بر اساس  [ از فرآیند شش مرحله12نگ و وو ]واای فراابتکاری، ه تحقيقات اخير تنظيم پارامترهای الگوریتم

RSM سازی پارامترهای الگوریتم  استفاده كرده كه در آن برای شناسایي و بهينهSA  با درنظرگرفتن

 ای زمان محاسباتي توسعه داده شد. ه محدودیت

تخميني از گرفتن درنظمر با ای به نام امکان توليد را ساخته و  ، مجموعه(DEA) 1اه تحليل پوششي دادهروش 

 در. [13] نماید ا مشخص ميه ا و خروجيه ، سطوح كارایي را برای هر یک از ورودیآنمرز  به عنوانتمابع توليمد 
 اراك رندهيگ ميتصم واحد یک از شيب معمولا ،DEA ایه مدل کمك به رندهيگ ميتصم واحدهای ينسب یياراك يابیارز
 قابليت .[14] است برخوردار خاص يتياهم از اراك رندهيگ ميتصم واحدهای نیا بندی رتبه و گردد مي یيشناسا

 ای فراابتکاری به كار گرفته شود.ه پارامترهای الگوریتمتنظيم تواند در  ميدر این روش  بنمدی واحمدها رتبمه

جریان كارگاهي  مسالهاین مقاله روی تنظيم پارامترها و عملگرهای الگوریتم ژنتيک برای حل یک 

متمركز  (Tmaxسازی حداكثر دیركرد كارها ) ماشينه با هدف كمينه-m( RPFS) 2شونده جایگشتي دوباره

[ مورد مطالعه قرار گفت. جهت بالا بردن كارایي الگوریتم ژنتيک 15همکاران ]شود كه توسط فصيحي و  مي

قابل ذكر است كه  .شود ميكار گرفته  ها به و تحليل پوششي داده تاگوچي ، روش تركيبيRPFS مسالهحل  برای

علاوه بر تابع ا در كنار روش تاگوچي امکان در نظر گرفتن عامل زمان را ه تحليل پوششي دادهروش كارگيری  هب

كه تاگوچي روشي چند  نماید، از آنجایي پارامترهای الگوریتم حل فراهم ميبرای تعيين بهترین عملگر و  هدف

 پاسخي نيست.

شود. در بخش  شرح داده مي 2ورد مطالعه در بخش م  مسالهدهي شده است:  این مقاله بدین صورت سازمان

( شرح داده RPFS) بندی جریان كارگاهي جایگشتي دوباره وارد شونده زمان  مسالهالگوریتم ژنتيک برای حل  3

ا  ه تاگوچي و تحليل پوششي داده آزمایشات م ژنتيک با استفاده از طراحيتود. پارامترها و عملگرهای الگوریش مي

 شود. گيری در آخرین بخش آورده مي گردد. نتيجه ميتعيين  4ر در بخش مورد نظ  مسالهبرای 

                                                           
1 Data Envelopment Analysis (DEA) 
2 Reentrant Permutation Flow Shop (RPFS) 

 [
 D

O
I:

 1
0.

52
54

7/
ja

m
lu

.1
8.

2.
10

7 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
17

28
6.

20
21

.1
8.

2.
2.

7 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ja

m
lu

.li
au

.a
c.

ir
 o

n 
20

26
-0

2-
01

 ]
 

                             3 / 18

http://dx.doi.org/10.52547/jamlu.18.2.107
https://dor.isc.ac/dor/20.1001.1.22517286.2021.18.2.2.7
https://jamlu.liau.ac.ir/article-1-1625-en.html


  ژنتيک ...... ها برای تعيين پارامترها و عملگرهای الگوریتم ركيبي تاگوچي و تحليل پوششي دادهت روش، و همکاران فصيحي

 

110 

 و مفروضات مسالهشرح  2

بار یک  های مشخصي بيش از یکشونده یک نوع جدید كارگاه ساخت است. ملاقات ماشينوارد كارگاه دوباره

شونده به این جریان كارگاهي دوباره وارد [.16كار، از خصوصيت اساسي یک كارگاه دوباره وارد شونده است ]

 ها بهشوند و توالي هر كار روی ماشين پردازش مياشين در یک توالي معين م mكار روی  nمعني است كه 

,صورت  , ..., , , , ..., , ..., , , ...,m m mM M M M M M and M M M1 2 1 2 1 تواند به چندین سطح كه روی باشد. هر كار مي مي 2

M1  شروع و درmM پذیرد تجزیه شود. پایان ميRFS در صنایع با های توليدی، به خصوص در بسياری از سيستم

[ 17تکنولوژی بالا وجود دارد. مثلا در ساخت نيمه رساناها، روند پردازش به طور زیادی دوباره واردشونده است ]

 [.18و ]

اند. گریوز  علمي بسيار مورد توجه قرار گرفتههای ساخت با خطوط دوباره وارد شونده در جامعه اخيراً سيستم

صنعت  مورد مطالعه قرار دادند كه در 1983دوباره وارد شونده را در سال  الهمس[ برای نخستين بار 19و همکاران ]

كاهش زمان دیركرد نسبت به موعد تحویل كالا از دید مشتری شود. با توجه به اینکه  الکترونيک به كار گرفته مي

محيط قطعي با هدف اشينه در چند م RPFSبندی  زمان ( اشاره دارد،JITمهم بوده و به نوعي به توليد بهنگام )

كارگاهي دو ماشينه  بندی جریان زمان مسالهكه  باشد. از آنجایي ميسازی حداكثر دیركرد كارها مورد توجه  كمينه

مورد بحث در این تحقيق به   مساله[، 20شناخته شده است ] NP-hardسازی دیركرد به عنوان یک  با هدف كمينه

 شود.فراابتکاری برای حل آن به كار گرفته مي . بنابراین الگوریتماست NP-hardطور قطع 

هر كاری ممکن است باشد:  ت در نظر گرفته شده بدین صورت ميمفروضا، RPFSبندی  برای مسایل زمان

ماشين  mكار و ترتيب كار برای هر  nترتيب ماشين برای هر  ای مشخصي را بيش از یک بار ملاقات كند.ه ماشين

ای ه ای متفاوت پردازش شوند. زمانه متوالي یک كار باید روی ماشينعمليات در هر سطح یکسان است. هر دو 

ی كارها برای پردازش در  اند. همه . همه اطلاعات شناخته و ثابت شدهباشند مياز توالي و قطعي پردازش مستقل 

شود،  شروع ميعمليات اند. بریدگي به هيچ عنوان جایز نيست. وقتي كه یک  ا بيکارندآمادهه زمان صفر كه ماشين

و شوند  ا هرگز خراب نميه تواند روی آن ماشين شروع شود كامل شود. ماشين دیگری كه ميعمليات باید قبل از 

فقط یکي  اند. از هر نوع ماشين تکنولوژیکي شناخته شده ایه اند. محدودیت بندی در دسترس در تمام مدت زمان

 وجود دارد. برای انجام كارها، فضای انتظار نامحدود وجود دارد. 

 

 تولید مسایل نمونه 2-1

n)  مسالهاندازه (، Lتعداد سطوح ) ( وmا )ه (، تعداد ماشينnتعداد كارها ) m L  مساله( اندازه RPFS  را

شوند: مسایل كوچک، مسایل  بندی مي آزمایشگاهي به دو دسته طبقهسایل نمایند. در این تحقيق م ميتعيين 

، 9×7×4، 8×8×4، 7×8×4، 6×8×5، 5×5×4، 5×4×3، 4×4×4، 3×3×3بزر . انواع مسایل كوچک شامل 

، 15×17×6، 14×18×9، 13×19×7، 12×20×6، 11×17×5شوند. مسایل بزر  شامل  مي 10×6×3و  9×9×3

شوند. زمان پردازش هر عمليات برای هر كدام از مي 20×15×8و  19×12×10 ،18×16×6 ،17×15×8، 16×16×7

 های پردازش اغلب مسایل[ است، از آنجایي كه زمان100,1ی ] یک عدد تصادفي توليد شده در بازهاین مسایل 
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تحت  MATLAB R2016aبرنامه نویسي  زبان در ژنتيک [. الگوریتم21شوند ] بنچ مارک در این دامنه ایجاد مي

 گيگا بایت كد و اجرا شده است. 8هرتز و رم  گيگا CPU 30/2با  و 10مایکروسافت ویندوز عامل سيستم

 

 تولید موعدهای تحویل کالا 2-2

ام ) iتوليد موعدهای تحویل كار 
id باشد: یک توالي تصادفي شامل  مي( بدین صورتn   گردد.  ميكار توليد

موعدهای تحویل به طور یکنواخت در بازه    - - /  ; - /P T R P T R  1 2 1 فاكتور دیركرد و  T  .شود توزیع مي 2

R شود حدود موعد تحویل ناميده مي. P [ كه به صورت معادله 22] یک حد پایين برای زمان تکميل كارهاست

 آید:  د بررسي در این مقاله، به دست ميمور مساله( برای 1)

(1) 

                                                           

max max min min ,  max
jnL m m

kj kv kv kj
k kj m k nL

k v v j j

t t t t


   
    

     
    

    
   

1

1 1
1 1 1 1

               

، وجود R=}6/0,  2/1  {و T=}2/0,  4/0  { چهار سناریو برای موعدهای تحویل با تركيبات مختلف برای

ای پردازش، ما ه ( و ماتریس زمانLا )ه تعداد سطح (mا )ه (، تعداد ماشينnبرای هر تركيب از تعداد كارها ) دارد.

مثال  4حاصل ميانگين برای این نتایج ارایه شده  كنيم. وهای تعریف شده در بالا ایجاد ميمثال طبق سناری 4

   باشد. مي

 

 الگوریتم ژنتیک 3

تصادفي  سازی بهينه ایه ای جستجوی فراابتکاری در كلاس الگوریتمه ( یکي از روشGAالگوریتم ژنتيک )

 فضای با مسایل پيچيده سازی بهينه برای الگوریتم گردید. این [ معرفي23هلند ] است كه اولين بارتوسط

ا كه هر كدام  به شکل ه را با یک جمعيت از كروموزوم مسالهیک فضای  GA .است ناشناخته مناسب جستجوی

ا توجه به ا را برای تحقيق بعدی به وزومكند و كروم شود، جستجو مي رمزگشایي مي مسالهیک حل در فضای 

 دهد. ميچارچوب الگوریتم ژنتيک را نشان  1نماید. شکل  كارایي آنها انتخاب مي

حتمال جهش، احتمال توليد مجدد ا، احتمال تقاطع، اه نسلشامل اندازه جمعيت، تعداد  GAدر پارامترها 

 رمزگشایي كروموزوم برازندگي )ارزیابي(، هر تابع با گردد. به طور تصادفي توليد مي جمعيت اوليهباشد.  مي

تر  های متناسب و در روند انتخاب، كروموزوم شود مي داده نسبت و مقدار برازندگي معيار یک آن به و شده

)maxاحتمال بيشتری برای انتخاب شدن برای نسل بعدی دارند. تابع برازندگي با  )i iF f f    ،مشخص شده است

در ميان همه  maxTترین  شود و بزر  های جمعيت محاسبه مي ی كروموزوم برای همه maxTبدین صورت كه ابتدا 

ها در جمعيت متداول پيدا شده و به عنوان  كروموزوم
maxf گردد. تفاوت بين ه مشخص مي(  ر دیركردif و )

maxf  مقدار برازندگي آن كروموزوم مشخص است، 005/1با توان( مقياس پایين توان .[ توسط گيليز )24 ]

 پيشنهاد داده شد.
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 چارچوب الگوریتم ژنتيک. 1شکل

 

انتخاب فرزند از والدین برای نسل بعدی است. در این تحقيق فرآیند انتخاب والدین فرآیندی برای ، انتخاب

 .شود نتخاب چرخه رولت به كار گرفته مياز طریق فرآیند ا

تقاطع  باشد، عمليات توليد یک رشته ی جدید )فرزند( از دو رشته والد است. مي GAتقاطع كه عملگر اصلي 

 نشان داده شده است.  3و  2ای  ه در شکل  2ای و دو نقطه  1تک نقطه ای

 

  
 ای تقاطع دونقطه. 3شکل ای تقاطع تک نقطه. 2شکل

 

اش در یک  ال از یک حل متداول به حل همسایهاست كه برای انتق GAجهش عملگر كاربردی دیگر 

افتادن در بهينه گيری این عملگر از  بهينگي زودرس و كار بهشود.  ميالگوریتم جستجوی محلي به كار گرفته 

مورد بررسي در این تحقيق، در  4و تعویض جفتي )تصادفي( 3كند. دو عملگر جهش الحاقي محلي جلوگيری مي

ادامه شرح داده شده است. جهش الحاقي، الحاق یک كار تصادفي به یک موقعيت تصادفي است كه در شکل 

كار گرفته شده است. بدین صورت كه  هدر دیگر عملگر جهش، تعویض تصادفي ب( نشان داده شده است. 4)

 .   5گردند، مانند مثال شکل  وقعيت تصادفي با یکدیگر تعویض ميكارهای دو م

                                                           
1 One-Point Crossover 
2 Two-Point Crossover 
3 Insertion (shift) Mutation 
4 Swap Mutation 
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 جهش تعویض تصادفي. 5شکل  جهش الحاقي. 4شکل 

 

ا را به نسل بعدی انتقال ه بهترین حلیافته به آن، شماری از  يد مجدد با توجه به احتمال تخصيصعملگر تول

 نشان دهيم، احتمال توليد مجدد به صورتPm و احتمال جهش را با  Pcدهد. اگر احتمال تقاطع را با  مي

Pc Pm 1  گردد. ميمحاسبه 

عبارتند از تعداد نسل، یک هدف مشخص و یا  ژنتيکی معمول برای توقف الگوریتم  ای مورد استفادهه شرط

 به عنوان معيار توقف در نظر گرفته شده است. 1. در این تحقيق تعداد نسلهمگني جمعيت

 

 تعیین پارامترها و عملگرهای الگوریتم ژنتیک 4

ا، بهترین پارامترهای ورودی و عملگرها را برای آن ه برای اجرای الگوریتم ژنتيک با هدف یافتن بهترین حل

گيریم. در این بخش، روش تاگوچي برای تنظيم  ميكار  هكنيم. بدین منظور روش تاگوچي را ب ميجستجو 

ای مختلف ه پارامترهای الگوریتم ژنتيک به طور كامل شرح داده شده و نتایج آن برای چهار سناریو حالت

نشان داده شده  1گيری( آورده شده كه در جدول  الگوریتم ژنتيک )چهار واحد تصميمگيری عملگرهای كار به

 گردند. ميبندی  ا واحدهای كارا تعيين و رتبهه است. در ادامه با استفاده از روش تحليل پوششي داده

 
 كارگيری عملگرهای الگوریتم ژنتيک های مختلف به حالت. 1جدول 

DMUs Operators 

DMU1 One-Point Crossover       Swap Mutation 

DMU2 One-Point Crossover       Shift Mutation 

DMU3 Two-Point Crossover       Swap Mutation 

DMU4 Two-Point Crossover       Shift Mutation 

 

 تاگوچی  آزمایشات طراحی 4-1

 وقتي تعداد .باشد مي پاسخ سطح رویه و آزمایشات طراحي روش پارامترها سازی بهينه روش ترین معروف

 آزمایشات علت نياز به به و برسيم مطلوب جواب به تا گيرد انجام باید بسياری آزمایشات باشد زیاد پارامترها

 رویکرد یک روش تاگوچي شود. مي استفاده خطا و سعي روش یا تاگوچي مانند ایيه روش از زیاد،

 مجموعه یک از با استفاده الگوریتم، هر سازی پارامترهای بهينه برای كارا حال عين در و ساده سيستماتيک،

                                                           
1 Max_gen 
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كند كه نتایج حاصل از آزمایشات بر روی تمامي ناحيه آزمایشي كه توسط  مي هارای آزمایشات، از محدودی

 تعيين و منظور هب تاگوچي اصلي روش ابزار دو باشند. ميشود، معتبر  ميفاكتورها و سطوح تنظيم آنها ساخته 

ای متعامد ه آرایه خصوصاً طراحي آزمایشات (1 از: عبارتند فاكتور، هر مختلف سطوح سيستماتيک آزمون

(OAs)1  نسبت2و ) S/N
 باشد. هر مي اه ستون و اه ردیف شده در مرتب اعداد از ماتریس یک OA. ماتریس 2

 هر تواند در مي كه را فاكتور یک از سطح مشخصي یک ستون هر و اجرا در هر را فاكتورها سطح ردیف،

 یافتن تاگوچي آزمایشات هدف و بوده كيفيت شاخص نيز یک S/N دهد. نسبت مي شود، نشان داده تغيير اجرا

شود.  بيشينه سطح آن در آن فاكتور به مربوط S/Nنسبت  كه طوری هباشد، ب مي فاكتور هر از بهترین سطح

 و مرحله تجزیه و اجرا ریزی، مرحله طرح شود: مرحله تقسيم مختلف مرحله به سه تواند مي تاگوچي روش

 شد: خواهند داده توضيح زیر ایه زیر بخش در مراحل تحليل. این

 

 ریزی طرح مرحله  4-1-1
یافتن  شامل مرحله این تحقيق، این در شوند. مي آنها تعيين سطوح و متنوع فاكتورهای مرحله، اولين در

آنها با توجه به ادبيات موضوع  و سطوح باشد. پارامترها مي RPFS مساله حل پيشنهادی برایالگوریتم  پارامترهای

 اند.  شده آورده 2 جدول نمودارهای حل در و نتایج تجربي حاصل از تحليل همگرایي

 
 ژنتيک پيشنهادی الگوریتم بر مؤثر پارامترهای . 2جدول 

Factor Symbol Level Type 

Crossover Rate (Pc) A 3 

A(1)__  6/0  

 A(2)__  7/0  

  A(3)__  8/0  

Mutation Rate (Pm) B 3 

B(1)__  05/0  

 B(2)__  07/0  

  B(3)__  09/0  

   
Small-sized                                                                   

Problems 

Large-sized 

Problems 

Population Size 

(Pop_size) 
C 3 

C(1)__50 

  C(2)__100 

  C(3)__200 

            C(1)__10 

C(2) __200 

C(3)__300 

Stopping Condition 

(Max_gen) 
D 3 

D(1)__10 

  D(2)__20 

  D(3)__30 

D(1)__30 

 D(2)__40 

 D(3)__50 

 

                                                           
1 Orthogonal Arrays (OAs) 
2 Signal-to-Noise (S/N) 
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)اجرای   به نياز كنيم، استفاده كامل فاكتوریل طرح سنتي روش از اگر ) 43  این  بتوان تا  داشتيم آزمایش 81

، Minitab17 افزار نرم یا و تاگوچي متعامد ایه آرایه استاندارد جدول به مراجعه با. نمایيم تنظيم را فاكتور چهار

)متعامد آرایه )L 4
9  3جدول  در طرح این متعامد آرایهشود. مي انتخاب متعامد آرایه طرح ترین مناسب عنوان به 3

 كارایي دهنده كه نشانشود انجام مي آزمایش 9، تنها تاگوچي روش از استفاده با بنابرایناست.  شده داده نشان

 باشد. مي آن بودن صرفه به و
 

 انتخابي تاگوچي طرح در رفته كار هب  OAماتریس . 3جدول 

Control factor level 
Trial 

D C B A 

D (1)  C (1)  B (1)  A (1)  1 

D (2)  C (2)  B (2)  A (1)  2 

D (3)  C (3)  B (3)  A (1)  3 

D (3)  C (2)  B (1)  A (2)  4 

D (1)  C (3)  B (2)  A (2)  5 

D (2)  C (1)  B (3)  A (2)  6 

D (2)  C (3)  B (1)  A (3)  7 

D (3)  C (1)  B (2)  A (3)  8 

D (1)  C (2)  B (3)  A (3)  9 

      

 اجرا مرحله 4-1-2

 فاكتورهای غيرقابل و كنترل قابل فاكتورهایشویم:  مي مواجه فاكتور نوع دو با تاگوچي طراحي روش در

 توانيم مي كه چرا باشند، مي كنترل قابل فاكتورهای جزء قبل، مرحله در شده ذكر فاكتورهای كنترل. تمامي

 پيدا مساله برای را S/Nنسبت  ابتدا باید تاگوچي روش از استفاده كنيم. برای تنظيم و انتخاب را آنها سطوح

 از داریم، كار سرو سازی كمينه مساله یک با كه آنجا از اما باشد. بهترین نسبت ترین كم كه ای گونه به كنيم

 باشد.(:   مي فرآیند پاسخ Yو  آزمایش هر اجرای تعداد Kكنيم )  مي استفاده ( زیر2در معادله )  S/Nنسبت

                                                               

(2                                                                                                )
  / -  

k

smaller is better i

i

S N log Y
K 


 

 
 2

1

1
10 

   

 و گرفته نظر در الگوریتم اجرای هر بار ( درYعنوان خروجي ) به را مقدار یک تاگوچي، فقط روش در   

به عنوان خروجي   Tmaxكنيم. مقدار مي هر بار اجرای الگوریتم محاسبه برای مقدار همين اساس بر را S/Nمقدار 

  شود. ميدر نظر  گرفته 
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 تحلیل و تجزیه مرحله 4-1-3

 شدند، روش تاگوچي محاسبه آزمایشات از یک هر ازای به اه پاسخ ميانگين و S/Nای ه نسبت كليه كه زماني

 متوسط رویکرد، نمودارهای این كند. در مي استفاده اه داده تحليل و تجزیه برای نموداری رویکرد یک از

 شوند. مي ترسيم آنها، سطوح مختلف ازای به و فاكتور هر برای اه پاسخ ميانگين متوسط نيز و S/Nای ه نسبت

 اینشود ) كمينه اه پاسخ ميانگين ( نمودار2و  بيشينه S/N( نمودار 1است كه  جایي فاكتور هر بهينه سطوح سپس

 .(باشد مي هدف نوع به وابسته موضوع

كارایي الگوریتم  بزر   برای كوچک و ایه اندازه با مسایل تحقيق این در اشاره شد، كه گونه همان

الگوریتم پيشنهادی جهت جلوگيری از اثرات  مرتبه توسط 4 مسایل این از كدام شود. هر مي برده كار به ژنتيک

 به تحليل و تجزیه نتيجه ادامه شود. در ميدر نظر گرفته   Tmax ميانگين مقدارشود و  ميای تصادفي اجرا ه جواب

مسایل  از اندازه هر در آمده دست به ایه ميانگين پاسخ و S/Nای ه نسبت نمودار صورت به تاگوچي روش

 .اند شده آورده مربوطه

 

 کوچک اندازه با مسایل تحلیل و تجزیه 4-1-3-1

 .اند شده نشان داده كوچک اندازه با مسایل برای پاسخ ایه ميانگين نيز و S/Nنسبت  نمودارهای 6شکل  در

 تمام موارد در پاسخ، ایه ميانگين و S/Nنسبت  نمودارهای شود، مي مشاهده فوق  این شکل در كه طور همان

آورده  4در جدول  كوچک مسایل الگوریتم در اپراتورهای و پارامترها بهينه كنند. سطوح مي تایيد را یکدیگر

 شده است: 

 
  كوچک مسایل ازای الگوریتم ژنتيک به فاكتورهای بهينه سطح. 4جدول 

Optimum level 
Symbol Factor 4 DMU 3 DMU 2 DMU 1 DMU 

A(2) — 8/0  A(2) — 7/0  A(2) — 7/0  A(2) — 7/0  A Crossover Rate (Pc) 

B(3) — 07/0  B(3) — 07/0  B(3) — 07/0  B(3) — 09/0  B Mutation Rate (Pm) 

C(3) —200 C(3) —200 C(3) —200 C(3) —200 C Population Size (Pop_size) 

D(3) —30 D(2) —20 D(2) —20 D(3) —30 D 
Stopping Condition 

(Max_gen) 

 

 بزرگ اندازه با مسایل تحلیل و تجزیه 4-1-3-2
 

اند. با  شده نشان داده بزر  اندازه با مسایل برای پاسخ ایه ميانگين نيز و S/Nنسبت  نمودارهای 7شکل  در

 كنند. سطوح مي تایيد را یکدیگر تمام موارد در پاسخ، ایه ميانگين و S/Nنسبت  نمودارهای ، توجه این شکل

 نشان داده شده است.  5مسایل بزر  در جدول  الگوریتم در اپراتورهای و پارامترها بهينه
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DMU1 - Small-sized Problems 

  
Mean S/N 

 

DMU2 - Small-sized Problems 

  
Mean S/N 

 

DMU3 – Small-sized Problems 

  
Mean S/N 

 

DMU4 - Small-sized Problems 

  
Mean S/N 

 كوچک مسایل در پاسخ ایه ميانگين و S/Nنسبت  ایهنمودار. 6شکل 
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DMU1 - Large Problems 

  
Mean S/N 

 

DMU2 - Large-sized Problems 

  
Mean S/N 

 

DMU3 - Large-sized Problems 

  
Mean S/N 

 

DMU4 - Large-sized Problems 

  
Mean S/N 

 بزر  مسایل در پاسخ ایه ميانگين و S/Nنسبت  ایهنمودار. 7شکل 
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  بزر  مسایل ازای الگوریتم ژنتيک به فاكتورهای بهينه سطح. 5جدول 

Optimum level 
Symbol Factor 4 DMU 3 DMU 2 DMU 1 DMU 

A(3) — 8/0  A(2) — 7/0  A(2) — 7/0  A(3) — 8/0  A Crossover Rate (Pc) 

B(1) — 05/0  B(1) — 05/0  B(3) — 09/0  B(3) — 09/0  B Mutation Rate (Pm) 

C(3) —300 C(2) —200 C(3) —300 C(3) —300 C Population Size (Pop_size) 

D(3) —50 D(3) —50 D(2) —40 D(3) —50 D 
Stopping Condition 

(Max_gen) 

 

 اه تحلیل پوششی داده 4-2

یاضي ریزی ر ا است كه یک روش برنامهه ا برای ارزیابي عملکرد، تحليل پوششي دادهه ترین مدل یکي از رایج

ای از مشاهدات تجربي،  مجموعه[. این روش بر اساس 25است ] (DMUs) گيری برای ارزیابي واحدهای تصميم

ورودی و خروجي كند. بنابراین،  ميا برآورد ه مرز كارایي را از طریق مقایسه عملکرد نسبي هر یک از واحد

ود. در ریزی ریاضي استفاده ش بتواند در حل این مدل برنامه كه گردد ميای تنظيم  گيری به گونه واحدهای تصميم

مقادیر ورودی و  .است مسالهترین تركيب عملگرهای الگوریتم ژنتيک برای حل پيدا كردن موثراینجا هدف 

  آورده شده است. 7و  6ای ه برای مسایل كوچک و بزر  به ترتيب در جدول DEAخروجي مدل 

برای  DEAای جدول  اهميت دارد. واضح است كه ه ا و خروجيه توجه به نکات كليدی در مورد ورودی

افزایش كارایي از طریق استفاده از منابع كم )ورودی( و به دست آوردن حداكثر محصولات )خروجي( تلاش 

به عنوان خروجي مدل استفاده كنيم، باید برخي تغييرات را مساله  كند. بنابراین، اگر بخواهيم از تابع هدف مي

نيز در مورد زمان اجرا  مسالهمطلوب است. همان اعمال كرد، زیرا از نوع هزینه بوده و به حداقل رساندن آن 

 .شود ميكند. به همين دليل، مقادیر ذكر شده به صورت معکوس در نظر گرفته  ميالگوریتم صدق 
 

 كوچک با اندازهمسایل  DEAمقادیر ورودی و خروجي مدل  . 6جدول 

Avg. Run Time 
O2 

Avg. Tmax 

O1 
Max_gen 

I4 
Pop_size 

I3 
Pm 

I2 
Pc 

I1 DMUs 

1
14

 1
1451

 30 200 09/0  7/0  DMU1 

/
1
13 5

 1
1459

 30 200 07/0  6/0  DMU2 

/
1
9 8

 1
1456

 20 200 07/0  7/0  DMU3 

1
15

 1
1449

 30 200 07/0  8/0  DMU4 
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 بزر  با اندازهمسایل  DEAورودی و خروجي مدل  مقادیر . 7جدول 

Avg. Run Time 
O2 

Avg. Tmax 

O1 
Max_gen 

I4 
Pop_size 

I3 
Pm 

I2 
Pc 

I1 DMUs 

1
915

 1
6088

 50 300 09/0  8/0  DMU1 

1
732

 1
6035

 40 300 09/0  7/0  DMU2 

1
624

 1
6026

 50 200 05/0  7/0  DMU3 

1
908

 1
6024

 50 300 05/0  8/0  DMU4 

 

جا به گيری، چهار ورودی و دو خروجي داریم. در این ت بالا، مدلي با چهار واحد تصميمبا توجه به توضيحا

ای ه ( بدون تغيير در مقادیر چهار دسته ورودی و با افزایش مقدارDMUگيری ) دنبال كاراترین واحد تصميم

برای همه  DEAت ( را برای بازده به مقياس ثاب3خروجي هستيم. با توجه به اطلاعات و مفروضات فوق، مدل )

DMU ا ایجاد كرده و سپس با هLingo  كنيم. ميحل 
max

.

   , ,  , 

i j p

j

j j p

r

j

s t.    λ x x

λ y y

       λ  , j n.

 ,

       ,













  





4

4

1

1

0 1 2

(3                                                                                                                            )  

 

به ترتيب  9و  8 هایشده در جدول گيری، نتایج ثبت تصميمل برای هر یک از چهار واحد پس از اجرای مد

 آمده است. دست بهكوچک و بزر   هایبا اندازه برای مسایل
 

 كوچک مسایل با اندازهبرای   DEAای مدل ه DMUا ه مقادیر كارایي و وزن.  8جدول 

DMUs   1  2  3  4  

DMU1 1 1 0 0 0 

DMU2 1 0 1 0 0 

DMU3 1 0 0 1 0 

DMU4 1 0 0 0 1 

 

 بزر  مسایل با اندازهبرای   DEAای مدل ه DMUا ه مقادیر كارایي و وزن. 9جدول 

DMUs   1  2  3  4  

DMU1 15/1  0 71/0  43/0  0 

DMU2 1 0 1 0 0 

DMU3 1 0 0 1 0 

DMU4 1 0 0 0 1 
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باشد، آن واحد كارآمد است و راه حل بهينه است، اما  1برابر با  DMU حاصل از مدل بالا برای هر اگر 

 اگر توان گفت كه حل دیگری در مجموعه امکان توليد وجود دارد كه بهتر  ميباشد،  1تر از  یک عدد بزر  

ی  مهآمده است، ه 8طور كه در جدول  آمده بوده و بنابراین این حل مطلوب نيست. همان دست بهاز حل 

 دست به ،  با توجه به مقدار 1واحدهای تصميم برای مسایل كوچک كارا هستند. اما برای مسایل بزر   واحد

ای و جهش تعویض  رت دیگر، عملگرهای تقاطع تک نقطه(. به عبا9آمده برای آن واحد، ناكارآمد است )جدول 

 .گردد ميتصادفي برای مسایل بزر  منجر به حل ناكارامد در مقایسه با دیگر تركيب عملگرها 

مورد نظرمان   مسالهبا این حال، ما فقط به دنبال یک مدل منحصر به فرد هستيم كه توسط آن الگوریتم برای 

ای موثر ه DMUبندی  ای رتبهه این منظور از روش اجرا شود. بنابراین، باید بين واحدهای كارا انتخاب كنيم. برای

 .استفاده شده است كه در ادامه توضيح داده شده است

[ یک روش برای ارزیابي واحدهای كارآمد پيشنهاد دادند كه تعيين یک واحد كارآمد 26ندرسن و پترسن ]ا

امکان توليد حذف شده و مجموعه گيری ناكارا از  ای تصميمه را ممکن ساخت. با استفاده از این روش، واحد

برای واحدهای كارآمد  (AP) ندرسن پترسنا( 4شود. مدل ) ميای باقي مانده اعمال ه DMUدر DEA پس از آن

 :به شرح زیر است

max

.

    ,    , , , ,   

    ,

     , , ,

r rp

r

i ip

i

r rj i ij

r i

r

i

 u y

s t.

     v x  ,

u y v x   j j p ,

      u  , r  ,

      v  ,  i .

     





 

   

 



 





 

2

1

4

1

2 4

1 1

0 1 2 3 4

0 1 2

1 2 3

1

0 4

(4)                          

 

 كوچک مسایل با اندازهپترسن برای -ای كارا در مدل اندرسونه DMUای ه مقادیر كارایي و وزن. 10جدول 

v4  v3  v2  v1  u2  u1  .A P  DMUs 

005/0  0 0 101/0  998/1422  102/0  0038/1  1 

0 0 0 407/0  841/1670  0 1523/1  2 

050/0  0 0 0 0 250/20  0663/2  3 

0 005/0  350/0  0 00/1438  0 0148/1  4 
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 پترسن برای مسایل بزر -ای كارا در مدل اندرسونه DMUای ه مقادیر كارایي و وزن. 11جدول 

v4  v3  v2  v1  u2  u1  .A P DMUs 

025/0 0 0 0 827/0 513/7524 2479/0 2 

0 003/0 838/7 0 067/1184 0 8975/1 3 

0 0 20 0 0 000/6026 0003/0 4 

 

با توجه به مقادیر 
.A P كوچک به ترتيب با اندازه ،  برای مسایل 11و  10ای ه در نتایج جدولDMU 3ای ه ،

توان بيان  ميباشند. درنتيجه  ميكارا  4و2، 3ای ه DMUبزر  به ترتيب  با اندازه كارا بوده و برای مسایل 1و  4، 2

)عملگرهای تقاطع دو نقطه  3DMUبهترین تركيب پارامترها و عملگرا از طریق  RPFSنمود كه برای حل مسایل 

گردد. قابل به ذكر  ميای و جهش تعویض تصادفي( منجر به نتيجه بهترین تابع هدف با توجه به زمان محاسباتي 

بزر  ناكارا گردید. شایان با اندازه ای مسایل ی آخر شد، بر كه برای مسایل كوچک دارای رتبه 1DMU است

طور  ای برای مسایل جریان كارگاهي موثر است. همان نشان داده بود كه تقاطع دونقطه [27]ذكر است كه موراتا 

، تعيين پارامترها و عملگرهای الگوریتم حل اهميت مسالهاندازه آید، با بالارفتن  ميآمده بر دست بهكه از نتایج 

برای تنظيم پارامترهای و تعيين عملگرهای  روشيتواند به عنوان  ميكند. روش پيشنهادی  ميبيشتری پيدا 

ا مشخص نيست، ه ای فراابتکاری به جای استفاده از روش آزمون و خطا، زماني كه مقادیر بهينه پارامتره الگوریتم

 .استفاده شود

 

 گیری و پیشنهادها نتیجه 5

جریان كارگاهي  مسالهتعيين مقادیر بهينه پارامترها و عملگرهای الگوریتم ژنتيک برای حل به  ،در این مقاله

تاگوچي برای چهار تركيب مختلف روش جهت نيل به این هدف، ابتدا شتي دوباره واردشونده پرداخته شد. جایگ

تحليل روش گرفته شد و سپس كار به( Tmaxتوجه به كمينه كردن تابع هدف )از عملگرهای الگوریتم ژنتيک با 

مشخص نمود. در های كارا را   DMUا، با در نظر گرفتن تابع هدف و زمان حل به عنوان خروجي،ه پوششي داده

بندی  شات در روش تاگوچي و همچنين رتبهزمان از خاصيت كم كردن تعداد آزمای پيشنهادی همروش 

با توجه به تابع هدف بهينه در كمينه زمان حل ها  در تحليل پوششي داده سناریوهای مختلف تنظيم الگوریتم حل

 بهره برده شده است.

ای فراابتکاری، جهت تعيين پارامترها و عملگرها با هدف ه به طور كلي روش پيشنهادی برای دیگر الگوریتم

گرفته شود. در  كار بهتواند  ميترین زمان و با حداقل خطای احتمالي  دستيابي به حل مناسب و قابل قبول در كم

های  طا در تنظيم پارامترهای الگوریتمتوان اطمينان داشت كه از خطاهای مربوط به روش آزمون و خ مينهایت 

 نمایيم.  ميفراابتکاری جلوگيری 
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