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  مبتني بر الگوريتم جستجوي هارموني  ها داده بندي خوشهبراي الگويي  ارايه

  
 *محمدرضا شهرياري

  دانشكده مديريت و حسابداري دانشگاه آزاد اسلامي واحد تهران جنوب، ، تهران، ايران

  

 1395فروردين  20 :رسيد مقاله

 1395شهريور  6: پذيرش مقاله

  

  چكيده

هـا اسـت كـه يكـي از      خـاص، بـر اسـاس درجـه شـباهت بـين آن       يهـا  وشهيا خ يها ها داخل گروه داده بندي طبقهبندي، فرآيند  خوشه

اخير محققان به منظور اجتناب از گرفتـار   يها بندي، در سال در ادبيات خوشه. علمي است يها نهيپر كاربرد در بسياري از زم يها روش

بندي ارايه  خوشه مسايلاند را براي حل  هام گرفتهاجتماعي و طبيعي ال يها دهيفرا ابتكاري كه از پد يها تميشدن در  بهينه محلي، الگور

مبتني بر عملكرد سازهاي موسيقي است به عنوان يك الگـوريتم توانـا   كه ) HSA( هارموني جستجوي در اين مقاله الگوريتم .اند كرده

ده اسـتاندارد و واقعـي ارايـه    به منظور ارزيابي توانـايي الگـوريتم چنـدين مجموعـه دا    . شود يبندي در نظر گرفته م خوشه مسايلدر حل 

  .مطلوب برخوردار است يها آوردن جواب دست بهاز كارايي بالايي در  HSAكه الگوريتم  دهد ينشان م سازي شبيهنتايج . شود يم

  

  .، جستجوي هارموني k-meansبندي، الگوريتم فراابتكاري، الگوريتم  خوشه: كلمات كليدي

  

  

  مقدمه 1

بـدون نظـارت    بنـدي  طبقـه مهـم   يهـا  روش، يكـي از  شـود  يم ـنيز ناميـده   بندي خوشهيز كه آنال ها داده بندي خوشه

هاي مـورد نظـر   يروشه بيشترين تشابه را از نظر متغهر خ رتا مشاهدات واقع د شود يمتلاش  بندي خوشهدر . باشد يم

اخيـر   يها سالدر  .باشندبيشترين فاصله را داشته  ها خوشهو مشاهدات هرگروه از مشاهدات ديگر  باهم داشته باشند

 نيتـأم گذار در علوم مختلف از جمله پردازش تصاوير، پزشكي، انتخـاب   ريتأثاز اين نگرش به عنوان يك فاكتور 

  . كننده و بازاريابي استفاده شده است

كـه   تقسـيم بنـدي كـرد   سلسله مراتبي و تفكيكـي   يها بخشرا به  بندي خوشه يها روش توان يمبه طور كلي 

تفكيكـي كـه بـه آن     يهـا  روش در. ]1[ شـوند  يم ـله مراتبي نيـز بـه دو دسـته ادغـامي و شـكافي تقسـيم       روش سلس

يكــي از . كــه بــه دنبــال حــداقل كــردن آن هســتيم شــود يمــ، تــابع خطــايي تعريــف شــود يمــمركزگــرا نيــز گفتــه 

عنـوان يـك    بـه  هـا  خوشـه در ايـن روش تعـداد   . ]2[ باشـد  يم K-means گرا روشمركز يها روش نيپركاربردتر

بـه   تـوان  يم ـ K-means يهـا  يژگ ـيو نيتر مهماز . پارامتر ورودي براي الگوريتم، ثابت و از پيش تعيين شده است

بسـيار   مراكـزش سريع و سـاده اسـت ولـي بـه موقعيـت اوليـه        K-meansاگرچه . ساده و سريع بودن آن اشاره كرد

اخيـر بـراي غلبـه بـر مشـكل بهينـه        يهـا  سـال در . شـود  يموابسته است و به همين دليل اغلب به بيهنه محلي همگرا 

                                                           

  دار مكاتباتعهده *

 shahriari.mr@gmail.com: آدرس الكترونيكي
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اجتمـاعي   يها دهيپداز  ها آنفرا ابتكاري كه بسياري از  يها تميالگورمحلي، محققان تلاش كردند كه با استفاده از 

 SA،  PSO ،GA يهـا  روشيـه   تـوان  يم، كه از جمله را بهينه كنند K-means ، تابع هدفاند گرفتهو طبيعي الهام 

  . ]4و3[ ه كرداشار

ولي اين نكتـه را بايـد پـذيرفت    . را دارند K-meansذكر شده سعي بر بهبود تابع هدف  يها تميالگوراگرچه 

و برخـي داراي   GAهمچون كيفيت نتـايج و سـرعت همگرايـي پـايين ماننـد       ييها يكاستنيز از  ها آنكه برخي از 

  .برند يمرنج  PSOساختار پيچيده و نرخ همگرايي پايين مانند 

 جسـتجوي  اخيـر مـورد توجـه قـرار گرفتـه اسـت، الگـوريتم        يهـا  سالفرا ابتكاري كه در  يها روشيكي از 

يك الگوريتم تكاملي مبني بر عملكرد سازهاي موسيقي است كـه از آلات موسـيقي    كه باشد يم) HSA( هارموني

اين الگـوريتم بـه عنـوان يـك الگـوريتم       ما از قالهدر اين م. نمايدسرايي سرايندگان تقليد ميالهام گرفته و از بداهه

قوي و مناسب بـراي   HSA  ما نشان خواهيم داد كه الگوريتم .ميكن يماستفاده  بندي خوشه مسايلقدرتمند در حل 

آمده توسط اين الگوريتم داراي كيفيـت بـالايي اسـت كـه بـراي       دست به نتايجاست و همچنين  ها داده بندي خوشه

  .  شود يمموعه داده واقعي و مشهور براي ارزيابي استفاده اين كار از چندين مج

در . شـود  يم ـداده بحـث   بنـدي  خوشـه ، 2در قسـمت  : شـود  يم ـباقي مانده اين مقاله به شرح زير سـازماندهي  

سـرانجام، مـا در   . شـود  يم ـبحـث   4در قسمت  پياده سازيو سپس نتايج  شود يممعرفي  HSA، الگوريتم 3قسمت 

  .  ميكن يمي از مقاله  نتيجه گير 5قسمت 

  

  ها داده بندي خوشه 2

مورد نظـر   يها شاخصكه اعضاي آن از نظر  ييها دستهفرآيند خودكاري است كه در طي آن، اشيا به  بندي خوشه

بنابراين براي سنجش شباهت بين اشيا داده از اندازه گيري فاصـله اسـتفاده   . شوند يمتقسيم  باشند يممشابه يكديگر 

و  نيتـر  معـروف وجـود دارد كـه فاصـله اقليدسـي      يدوشمختلفي براي اندازه گيري فاصله بين  يها شرو. شود يم

  .شود يمتعريف ) 1(پركاربردترين گونه فاصله است كه به صورت رابطه 

)1(  ( ), ( )  
m

i i
i

d X Y x y
=

= −∑
2

1

  

} مجموعـه  وسـيله  بـه  شـي  nمجموعـه اي از   بعدي Nدر فضاي اقليدسي فرض كنيد  },  ,..., nS x x x= 1  Kو   2

}  مجموعه وسيله بهخوشه  },  ,..., KC c c c= 1 2 بايـد شـرايط زيـر را داشـته      هـا  خوشـه  از اين رو نشان داده شود، 

  :باشد

 : باشد، يعني يكشيهر خوشه حداقل بايد شامل  •

{ }iC φ i , , ,K≠ ∀ ∈ …1 2   
 :دو خوشه مختلف نبايد اشيا مشترك داشته باشند، يعني •

 { }jC C φ i j  and i, j , , ,Ki = ∀ ≠ ∈∩ …1 2   
 : هر شي بايد به يك خوشه تخصيص پيدا كند، يعني •
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k
i iC S=∪ =1  

ع تـاب . شـود  يميك تابع عملكرد تعريف ) حداقل( سازي بهينهخوشه، مساله به عنوان يك  K مركز براي پيدا كردن

) 2(رابطـه   اسـت كـه بـه صـورت    (MSE) تـدريج   كل ميانگين مربـع خطـا   ،عملكرد مورد استفاده براي اين هدف

  ].5[ شود يمتعريف 

)2(  ( ), {  |  , , , }.
N

i l
i

f X C Min X C j K
=

= − = …∑
2

1

1 2  

 .باشـد  يم ـ هـا  خوشـه از مراكـز   هـا  خوشـه د در درون موجـو  يهـا  دادههدف اين معيار كمينه كردن مجموع فواصل 

i عبارت lX C−   .]13[ هدد يمرا نشان  lCو مركز مربوطه   iXفاصله بين داده   2

  

  )HSA( هارموني جستجوي الگوريتم 3

ني بر عملكرد سازهاي موسيقي است كه اولين بـار توسـط   تيك الگوريتم تكاملي مب ،هارموني جستجوي الگوريتم

اين الگوريتم با مفهومي ساده و تعداد پارامترهاي كـم و آسـان بـر مبنـاي علـم آمـار و رياضـيات        . معرفي شد ]13[

 HSAتـابع هـدف   . نمايـد سرايي سرايندگان تقليـد مـي  لات موسيقي الهام گرفته و از بداههاين الگوريتم از آ. است

گـذارد تـا حالـت مناسـبي از هـارموني در      گيري هارموني و اثري است كه آن موسيقي در فرد مـي تخمين و اندازه

سـازي كمـي   رآيند بهينـه سرايي كيفي را به ففرآيند بداهه HSAبايد به اين نكته اشاره شود كه . شخص ايجاد شود

  :نوازد با سه حالت روبرو استكند هنگامي كه يك سراينده يك آلت موسيقي را ميتبديل مي

  اش نواختن بر اساس حافظه .1

  نواختن بر اساس تنظيم كوك  .2

  نواختن تصادفي  .3

، )HM(افظـه هـارموني   باشد كه بـه ترتيـب عملگـر ح   مي HSAاين سه حالت در واقع سه عملگر كيفي مد نظر در 

  . باشدتركيب اين سه عملگر مي HSAسرايي در واقع فرآيند بداهه. تنظيم كوك، و تصادفي نواختن است

  

  بردار هارموني و فرآيند رمزگشايي  3-1

هـاي  هـا بـراي افـزايش كـارايي الگـوريتم     طريقه تعريـف سـاختار بـردار هـارموني از جملـه تاثيرگـذارترين بخـش       

  .اي تعريف شده استكه در اين مقاله به صورت رشته. باشد يميباتي ترك سازي بهينه

  

  سرايي فرآيند بداهه 3-2

سرايي در تكرارهاي مختلف الگوريتم، يك عدد تصادفي توليد شده و سپس يك يـا  به منظور اجراي فرآيند بدهه

  . گيرندسرايي مورد استفاده قرار ميجهت اجراي فرآيند بداهه HSAدو عملگر 
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  HMنرخ مورد نظر  3-3

در واقـع  . گرايي در الگوريتم ژنتيك اسـت استفاده از اين عملگر در الگوريتم جستجوي هارموني مشابه بحث نخبه

ايـن  . سـازي از حافظـه پـاك نخواهنـد شـد     ها در طي فرآينـد بهينـه  كند كه بهترين هارمونياين عملگر تضمين مي

مقـادير كوچـك ايـن نـرخ باعـث      . شودكنترل مي) HMCR(هارموني عملگر با نرخي به نام نرخ مورد نظر حافظه 

. سرايي اسـت علت نيز وجود تعداد كمي هارموني برگزيده در فرآيند بداهه. كندي همگرايي الگوريتم خواهد شد

انتخـاب شـده و مـورد اسـتفاده      HMهاي شود كه تنها هارمونياز طرفي ديگر، مقادير بالاي اين نرخ باعث اين مي

پيشنهاد دادند كه مقدار اين نرخ در  ]6[بدين منظور . هاي محلي مستقر خواهد شدگيرند لذا الگوريتم در بهينه قرار

] بازه ]/  ,  /0 75 0   .تنظيم شود 95

HMCRP HMCR=  

  عملگر تنظيم كوك 3-4

هـاي همسـايه در   اشد كه معادل توليد جواببها ميدر دنياي موسيقي، تنظيم كوك به معناي تغيير ساختار فركانس

شـود، كشـف و مـورد    در واقع فضايي از جواب كه توسط عملگرهـاي ديگـر يافـت نمـي    . سازي استفرآيند بهينه

. بهره جسـته تـا تنظيمـات را كنتـرل نمايـد      (rpa)اين عملگر از نرخي به نام نرخ تنظيم كوك . گيردجستجو قرار مي

بنابراين مقادير بالاي عملگر تنظيم كوك تنوع . ملگر جهش در الگوريتم ژنتيك استكاركرد اين عملگر مشابه ع

شـود كـه الگـوريتم ماننـد يـك روش      خ باعـث ايـن مـي   رافزايش ايـن ن ـ . افزايش خواهد داد را در الگوريتم گراي

]در بـازه   rpa پيشنهاد دادند كـه مقـدار نـرخ    ]10[بدين منظور . جستجوي تصادفي عمل نمايد ]/  ,  /0 1 0 تنظـيم    5

سازي اين عملگـر ابتـدا   به منظور پياده .نمايش داده شده است )6(بهره جستن از اين عملگر در رابطه احتمال . شود

از  تـوان  يم ـبايـد در نظـر داشـت كـه     ، .شـود  يم ـارموني بـه صـورت تصـادفي انتخـاب     يك يا چند جزء از بردار ه

 . توان بهره جستعملگرهاي مختلف در اين زمينه مي

)3(  pa paP HMCR r= ×   

  

  عملگر تصادفي سرايي 3-5

ايـن عملگـر   . گيرداده قرار ميگرايي مورد استفمشابه عملگر تنظيم كوك، اين نوع عملگر هم جهت افزايش تنوع

احتمـال  . [6,9]كنـد  گرايي بالاتري را كشف كرده و به احتمال قـوي از بهينـه محلـي عبـور مـي     با تنوع يها جواب

 .تصادفي سرايي نيز از رابطه زير قابل محاسبه است

)4(  randP HMCR= −1   

 :ساختار كلي الگوريتم هارموني به شكل زير است

Parameter Setting (number of iteration ,Pop Size ,HMCR , pap  , β ) 

Best solution = [ ] 
 for I = 1 to number of  Pop Size do 

  HM(I)=Randomly 
  fitness HM (I)=evaluate(HM (I)) 

End 

 [
 D

O
R

: 2
0.

10
01

.1
.2

25
17

28
6.

20
16

.1
3.

3.
1.

3 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ja

m
lu

.li
au

.a
c.

ir
 o

n 
20

26
-0

2-
03

 ]
 

                               4 / 7

https://dor.isc.ac/dor/20.1001.1.22517286.2016.13.3.1.3
https://jamlu.liau.ac.ir/article-1-1332-en.html



	��ت   ����   � � 
 ١-٧)    ١٣٩٥(   ٥٠ ،   � �ن��ر�د� � ����

5 

for it = 1 to number of iteration do 
for I = 1 to number of Pop Size do 
for j = 1 to nvar do 
if rand< HMCR 
HM=choose a solution randomly 

If rand< pap  

HM(j)= HM(j)+uniform(-1,1).β  
Else 
HM(j)= HM(j) 
end if 
Else 
HM(J)= Randomly 
end if 
End 
End 
End 

 HSAشبه كد الگوريتم 

  

  سازينتايج پياده 4

با چندين الگوريتم مشهور كه در ادبيات اخير گزارش شده اسـت مقايسـه    HSAدر اين قسمت، عملكرد الگوريتم 

 20جـواب پيـدا شـده در بـيش از      ، متوسط و بـدترين يج براي هر مجموعه داده بر اساس بهترينمقايسه نتا. شود يم

بر اساس معيار مجموعـه فواصـل درون خوشـه     ها يتمالگورعملكرد . باشد يممتفاوت براي هر الگوريتم  سازي شبيه

شـامل   HSAدر الگـوريتم  اصـلي   يپارامترها .شوند يمتعريف شده است، مقايسه ) 2(اي، همان طور كه در رابطه 

نـرخ تنظـيم   و پـارامتر   )HMCR( هـارموني  ي حافظـه نرخ ، )Maximp( تعداد تكرار الگوريتم، )HM( ها نتتعداد 

 MATLABنـرم افـزار   . انـد  شدهنشان داده  )1(در جدول  است كه مقدار هر يك از اين پارامترهاي) Pac( كوك

  .ودش يمبراي كد كردن الگوريتم پيشنهادي استفاده 
  

  HSA هاي الگوريتممقادير پارانتر .1جدول 

  مقدار  پارامتر 

7  HM  

3500   Maximp  

91/0  HMCR  

5/1  Pac  

  

از ماشـين   ها دادهاين مجموعه . يما كردهمجموعه داده واقعي استفاده  4براي ارزيابي دقيق تر روش پيشنهادي، ما از 

ته شده است كه توسط تعداد زيادي از محققان براي ارزيابي الگوريتمشان به كـار گرفتـه   آزمايشي آزمايشگاه گرف

  . هستند CMCو  Iris، Wine، Vowel  يها نامبه  ها دادهاين مجموعه  ]8و7[ شده است
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  ها تميالگورمجموع فواصل درون خوشه اي  .2 جدول

HSA PSO GA SA   K-means مجموعه داده  معيار  

  بهترين  97.333  97.4573  113.9865  96.8942  96.6504

Iris  96.7312  97.2328  125.1970  99.954  106.05  ميانگين  

  بدترين  120.45  102.01  139.7782  97.8973  96.9530

  بهترين  16555.68  16473.4825  16530.5338  16345.9670  16298.7794

Wine  ۱۶۲۹۹٫۰۰۰۷  16417.4725  16530.5338  17521.094  18061  يانگينم  

  بدترين  18563.12  18083.251  16530.5338  16562.3180  16299.5313

  بهترين  14922.26  149370.4700  149513.735  148976.0152  149393.08

Vowel  ۱۴۹۳۹۳٫۵۸  151999.8251  159153.498  161566.2810  159242.89  ميانگين  

  بدترين  161236.81  165986.4200  165991.6520  158121.1834  149394.17

  بهترين  5842.20  5849.0380  5705.6301  5700.9853  5696.3015

CMC ۵۶۹۶٫۹۴۶۰  5820.9647  5765.5984  5893.4823  5893.60  ميانگين  

  بدترين  5934.43  5966.9470  5812.6480  5923.2490  5697.8812

  

، Iris يهـا  دادهر روي مجموعـه  مختلف ب ـ يها روشآمده براي مقايسه روش پيشنهادي با  دست به سازي شبيهنتايج 

Wine ،Vowel  وCMC تـوانيم  يم ـمـا   )2( آمده در جدول دست بهاز مقادير . نشان داده شده است )2(ول در جد 

اسـت،   96.65برابر و نزديـك بـه    يباًتقر Irisآمده توسط الگوريتم پيشنهادي براي مجموعه  دست بهببينيم كه نتايج 

بـه بهينـه    HSAالگـوريتم   ،Wineبـر روي مجموعـه داده    .باشد يمبهتر  ها يتمگورالساير  كه به طور قابل توجهي از

ــي  ــت  16298.7794كل ــده اس ــرا ش ــه داده   .همگ ــر روي مجموع ــي    Vowelب ــه كل ــه بهين ــنهادي ب ــوريتم پيش الگ

يـن  اجرا قادر بـه رسـيدن بـه ا    20حتي با بيش از  ها يتمالگوراين در حالي است كه ساير . رسيده است 149393.08

آورده اسـت كـه ايـن مقـدار برابـر       دسـت  بهبهترين نتيجه را  HSAالگوريتم  CMCدر مجموعه داده  .مقدار نيستند

 .است 5696.3015است با 

  

 گيري نتيجه 5

بـه   بنـدي  خوشـه  مسـايل  حـل  در مساله بهينه جواب يافتن برايمتعددي را  يها تميالگور اخير محققان، سالهاي در

با يكديگر و گـاهي بـا ابـداع يـك روش جديـد ميسـر شـده         ها تميالگورگاهي با تركيب اين توسعه . كارگرفته اند

نتـايج  . كنـد  يم ـ اسـتفاده  هـا  داده بندي خوشه مسايلجستجوي هارموني به منظور حل  الگوريتماز اين مطالعه . است

وان يـك روش   بـه عن ـ  توانـد  يم ـ هـارموني  جستجوي الگوريتمدهد كه الگوريتم آمده نشان مي دست به سازي شبيه

نتيجـه   تـوان  يم ـآمـده،   دسـت  بهبه طور خلاصه، با توجه به نتايج  .در نظر گرفته شود ها داده بندي خوشهبراي   مؤثر

بـا كيفيـت را بـا انحـراف      يهـا  جـواب  توانـد  يم ـدقيق و قابل اعتمـاد بـوده و    HSAگرفت كه الگوريتم پيشنهادي 

از طـرف  . ممكن است به بهينـه محلـي گرفتـار شـوند     ها تميالگوردر حالي كه ساير . بياورد دست بهاستاندارد پايين 

-Kالگـوريتم   شـود  يمباعث آزمود كه   K-meansبه عنوان پژوهش آتي تركيب اين الگوريتم را با  توان يمديگر 
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means  آمـده نسـبت بـه الگـوريتم      دست بهبه بهينه محلي گرفتار نشود و همچنين باعث افزايش كيفيت جوابK-

means ودش يم. 
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