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  استنباط آماري براساس روش برآوردگر 

  گشتاوري وزني احتمالي تعديل يافته

  
  2 زهره محمودي، 1* افشين فياض موقر

  بابلسر، ايران آمار،گروه  دانشكده علوم رياضي، استاديار دانشگاه مازندران،  -1

  بابلسر، ايران ، آمارگروه دانشگاه مازندران، ،كارشناسي ارشددانشجوي  -2

  

   1393اسفند  2 :رسيد مقاله

  1394مرداد  4: پذيرش مقاله

  

  چكيده

 2(APWM)در اين مقاله روش جديدي در نظريه برآورديابي با عنوان برآوردگـر گشـتاوري وزنـي احتمـالي تعـديل يافتـه       

با استفاده از ايـن روش اسـتنباط آمـاري    . باشدمي (PWM)3گردد، كه تعميمي از روش گشتاوري وزني احتمالي معرفي مي

,0)بر روي پارامتر توزيع يكنواخت  )θ هاي ديگـر برآورديـابي از جملـه روش    ايم، و نتيجه آن را با نتايج روشانجام داده

گشـتاوري وزنـي   باشـد و روش ترين فاصله اطمينان مياي توزيع يكنواخت داراي كوتاهكه بر 4(ML)نمايي حداكثر درست

باشـد و در اكثـر مواقـع حـداقل نتـايج      مي PWMنسبت به  APWM نتايج بيانگر برتري. ايممقايسه نموده (PWM)احتمالي 

  .دهدميML مشابه 

  

  .تصادفيگشتاوري وزني احتمالي، مجموع اشتيل يس  برآوردگر: كلمات كليدي

  

  مقدمه 1

  هـاي مهـم در آمـار    هـاي احتمـالي و معرفـي برآوردگرهـاي مناسـب يكـي از موضـوع       برآورد پارامترهـاي توزيـع  

 نمـايي ، روش حـداكثر درسـت  5(MM)تـوان بـه روش گشـتاوري    هاي برآورديابي ميكه از جمله روش باشد،مي

(ML) 1[اشاره كرد ... و .[  

هـا  از جملـه ايـن اسـتنباط   . پـذيرد هايي در رابطه با پارامتر توزيع صورت ميبراساس اين برآوردگرها استنباط

ها ارتباط نزديكـي بـا هـم    اي و آزمون فرضمفاهيم برآورد فاصله. توان فاصله اطمينان و انجام آزمون را نام بردمي

اي معيـار  ر بـرآورد نقطـه  طور كـه د همان. تواند منجر به معرفي مفهوم ديگر شوددارند و هر يك از اين مفاهيم مي

اي بـراي بررسـي   باشـد در بـرآورد فاصـله   مـي  6هاي مختلف برآورديابي، ميانگين مربع خطـا بررسي عملكرد روش
                                                           

  عهده دار مكاتبات *

 a_fayyaz@umz.ac.ir: آدرس الكترونيكي
2 Adjusted Probability Weighted Moments 
3 Probability Weighted Moments 
4 Maximum Likelihood 
5 Method of Moments 
6 Mean Square Error 
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هـاي مختلـف   در ايـن مقالـه بـه بررسـي عملكـرد روش     . دهـيم ها را معيار قـرار مـي  مربوط به روش 1عملكرد، توان

  .يمپردازبرآورديابي در انجام استنباط آماري مي

و در بخـش سـوم روش جديـد، گشـتاوري      (PWM)در بخش دوم به معرفي، روش گشتاوري وزني احتمال 

هاي آمـاري مربـوط بـه پـارامتر     در بخش چهارم استنباط. خواهيم پرداخت ،(APWM) وزني احتمالي تعديل يافته

    .بخش پنجم آمده استهاي مختلف در گردد و مقايسه عددي مربوط به استنباطمي ارايهتوزيع يكنواخت 

  

  PWMروش برآورديابي  2

باشـد، كـه توسـط    ها بـراي بـرآورد پارامترهـا مـي    ترين روششايد بتوان گفت كه روش گشتاوري يكي از قديمي

، )MM( با وزنـي كـردن روش گشـتاوري    ]2[گرين وود 1979در سال . معرفي گرديد 1894در سال  كارل پيرسن

معرفـي كـرد، كـه در واقـع تعميمـي از روش       )PWM( گشتاوري وزنـي احتمـالي  روش جديدي را با عنوان روش 

    .باشدگشتاوري مي

)، با تابع توزيع Xگشتاور وزني احتمالي يك متغير تصادفي  ) ( )F x P X xθ θ= به  صورت زيـر معرفـي    ≥

  :گرددمي

)1(            ( ) ( ){ } ( ){ }, ,   
r sp

p r sM E X F X F Xθ θ θ
 = −
  

1  

)هنگامي كه معكـوس تـابع توزيـع،    . باشندمقادير حقيقي مي sو  P ،rكه در آن  )x F    اي ، را بتـوان بـه فـرم بسـته

  :شودبه صورت زير نوشته مي) 1(نوشت، رابطه 

)2(
                    

( ) ( ){ } ( ), ,  
p sr

p r sM x F F F dF= −∫
1

0

1   

)داراي توزيع يكنواخت Fكه در آن  , )0 تـر  تـوان آسـان  باشد، كه به اين ترتيب گشتاورها وزني احتمالي را ميمي 1

)هـاي  شـود كميـت  طور كـه مشـاهده مـي   همان. به دست آورد ), ,  pM 0 0 ), ,...p = 1 شـتاورهاي معمـولي غيـر    گ)2

گشـتاورهاي  مشـابه روش برآورديـابي گشـتاوري، از برابـري      θآماره برآوردگر پارامتر. دهندمي دست بهمركزي 

sدر حالت خاص كـه  . گرددبا مقدار به دست آمده آن براساس نمونه حاصل مي )1( وزني احتمالي جامعه = يـا   0

 r =   :شودهاي زير حاصل مياز رابطه θو برآوردگر پارامتر ]3[گردد فرض مي 0

)3               (        ( ) ( ){ }, , 
s

s sa M E X F Xθ θ
 = = −
  1 0 1  

  يا

)4(                          ( ) ( ){ }, , 
r

r rb M E X F Xθ θ
 = =
  1 0  

  كه در آن

                                                           
1 Power 
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)5            (               ( ),  
n

s j
j

n j

r
a x

nn

r
=

− 
 
 =

− 
 
 

∑
1

1
1

  

  و

)6          (                   ( )
n

r j
j

j

r
b x

nn

r
=

− 
 
 =

− 
 
 

∑
1

1

1
1

 

)و )jx مقدار مشاهده شده ،( )jX ،j-  امين آماره ترتيبي نمونه تصادفيn از ايـن روش در بـرآورد   . باشدتايي مي

وبي نسـبت بـه   پارامترهاي چندين توزيع مهم از جمله گامبل، لجستيك و وايبل استفاده شده اسـت كـه نتـايج مطل ـ   

توان بـه مجـانبي نرمـال    همچنين از خواص اين برآوردگر مي]. 4و 3[نموده است  ارايههاي برآورديابي ساير روش

  ].4[بودن آن اشاره كرد 

  

  APWMمعرفي روش جديد برآورديابي  3

در اين بخش، روشي جديد در برآورديابي پارامتر جامعه با عنوان، برآورد گشتاوري وزنـي احتمـالي تعـديل يافتـه     

(APWM) ايـن ايـده از روش   . باشـد گردد كه در واقع تعميم يافته روش گشتاوري  وزني احتمـالي مـي  معرفي مي

معرفـي گرديـده، گرفتـه شـده      2009در سـال   ]5[ ايكه توسط سلطاني و حومـه  ،(AMM)1گشتاوري تعديل يافته

باشد، اما به جاي استفاده از گشتاورهاي وزني احتمالي نمونه از مجمـوع  مي PWMروش جديد مشابه روش . است

  . گرددمتناظر استفاده مي 2(RSPS)س تصادفيتجلستا جزيي

nX , ,فرض كنيد X…1  يك نمونه تصادفيn اي با تابع توزيع دلخواه تايي از جامعهFθ     بـا پـارامتر مجهـول

θتوان به صورت زير نوشتبه آن اشاره شد گشتاور وزني احتمالي را مي 1طور كه در بخش همان. باشد :  

)7 (  ( ) ( ){ } ( ){ } ( ){ } ( ), ,    
r s p sp r

p r sM E X F X F X x F F F dFθ θ θ
 = − = −
   ∫

1

0

1 1   

تصـادفي   ستجلسـت اتـوان از مجمـوع   انتگرال موجود در رابطه بـالا را مـي  گيري كلاسيك، بر اساس نظريه انتگرال

,براي ) پاييني(بالايي  , , , ,p r s = …0 1   :به صورت زير تقريب زد2

                              
( )( ) ( ) ( )( ){ } ( )( ){ } ( )( ) ( )( ), ,  ,

n r s
p

U p r s j j j j j
j

X X F X F X F X F X −
=

 = − −  ∑ 1
1

1  

)8(  
 

( ) ( ) ( )( ){ } ( )( ){ } ( )( ) ( )( )(  )    
n r s

p
L F j j j j j

j

X X F X F X F X F X+
=

 = − −  ∑ 1
1

1 

)كه در آن   )( )F X =0 0 ،( )( )nF X + =1 )و  1 ) ( )nX X≤ ,آماره متناظر با  1≥… , nX X…1 در ايـن  . باشـد مي

  را از حل دستگاه غير خطي θمقاله ما برآورد پارامتر مجهول 

                                                           
1 Adjusted Method of Moments 
2 Random Stieltjes Partial  Sums 
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)9             (                       ( ) ( )( ), , , , p r s U p r sM X=       

  .كنيمبرآورد مي

)را براي توزيع يكنواخت  APWMبرآورد  ]6[فياض و محمودي   )0,θ اي بـين نتـايج   اند و مقايسهآورده دست به

هـاي حـداكثر درســتنمايي، گشـتاوري تعـديل يافتـه و گشــتاوري وزنـي احتمـالي بـراي توزيــع         ايـن روش و روش 

هايي نسبت بـه بقيـه   برتري APWMاند كه نشان داد روش  يكنواخت از طريق مقايسه ميانگين مربع خطا انجام داده

)پارامتر توزيع يكنواخت  APWMبرآورد . ها داردروش )0,θ  6[آيدمي دست بهبه صورت زير[:      

                                                                   
( ) ( )

( )
( ) ( )( ) ( ).ˆ

n
r r

APWM j j j
j

r U U U+ +
−

=

 
 θ = + −
  

∑
1

1 2
1

1
2  

و 7[انـد  نژاد دو روش استنباط آماري را بر طبق برآوردگرهاي گشتاوري تعديل يافته معرفي كرده...سلطاني و عبدا

8[.  

باشد، كه در ادامـه بـه   در اين مقاله هدف ما انجام استنباط آماري بر روي پارامتر مجهول توزيع يكنواخت مي

  .موضوع خواهيم پرداخت اين

  

  استنباط براي پارامتر توزيع يكنواخت 4

توزيع يكنواخت، استنباط آماري  θبر روي پارامتر  AMMنژاد با استفاده از برآوردگرهاي روش ...سلطاني و عبدا

استنباط آماري بـر روي پـارامتر توزيـع     APWMكه ما در اين بخش با استفاده از برآوردگرهاي  ]7[اند انجام داده

  .يكنواخت انجام خواهيم داد

برآوردگر  APWM، فاصله اطميناني را براي آن با استفاده از θدر اين بخش جهت استنباط در مورد پارامتر 

  . گرددساخته و آزمون فرضي بر روي آن انجام مي

  

  فاصله اطمينان1 -4

,1فرض كنيد،   , nU U…  يك نمونه تصادفي از( ) 0,θU  با پارامترθ باشد و( ) ( ), , nU U…1  هـاي مرتـب   آمـاره

  .متناظر با اين نمونه تصادفي باشند

)1ترين فاصله اطمينان كوتاه  ) %− α100   ML   حاصل از برآوردگر  ،θپارامتر  1

)10(                        ( )
( )

,     
α

n
n n

U
U
 
 
 
 

   

  ]. 1[باشد مي

  :عبارت زير را در نظر بگيريد APWMآوردن فاصله اطمينان  دست بهبه منظور 

                                    
( ) ( ) ( ) ( ) ( ) ( ),

ˆ
r

n
j j j j rAPWM

j

U U U U
B r

− +

=

       θ    = = + −          θ θ θ θ θ        

∑
1

1 2

1
2  

                                                           
1 Shortest Confidence Interval   
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    .شوددر نظر گرفته مي 1باشد بنابراين به عنوان كميت محوريميθاز آنجا كه توزيع عبارت بالا مستقل از 

)بنابراين فاصله اطمينان  ) %− α100   . گـردد بـه صـورت زيـر محاسـبه مـي      Bبراسـاس كميـت محـوري    θپارامتر 1

  دانيم كه مي

                                                                                

ˆ
α,APWMP B Bα α   −   

   

 θ ≤ ≤ = −
θ 

 
1

2 2

1
 

 

Bكه در آن  α 
 
 2

Bو   α − 
 

1
2
 

  . باشندمي B هاي متغير تصادفيچندك 

  :در نتيجه داريم

( ) ( )
( )

( ) ( )( ) ( )

( ) ( )
( )

( ) ( )( ) ( )

ˆ
α  ( 

 ).

n rr
j j jjAPWM

n rr
j j jj

r u u u
P B B P

B

r u u u

B

++
−=

α α   −    α     − 
 

++
−=

α 
 
 

 + − θ    − = ≤ ≤ =
θ 

 

 + −
  ≤ θ ≤

∑

∑

1
21

11

1
2 2 1

2

1
21

11

2

2
1

2

 
 

  

  

   :كنيمرا به صورت زير تعريف مي Tمتغير تصادفي 

)11(  
( ) ( )

( )
( ) ( )( ) ( )

( )
( )

( ) ( )( )
( )

( )
( ) ( )( )

( ) , 

n rr n r
j j j j j jj j r

n r
j j jj

r u u u u u u
T

B V V V

++ +
− −= = +

+
−=

   + − −    = =  − 
 

∑ ∑

∑

1
21 1 11 11 1 2

1
11

2

  

) كه در آن )ju  ،مقدار مشاهده شده( )jU ،, , , j n= …1 ) و 2 )
( )

 
j

j

dU
V =

θ
نشـان دهنـده    dعلامـت  (باشـد  مي  

  ). است 2هم توزيع بودن

) حال فاصله اطمينان   ) %− α100   توان به صورترا ميθ براي پارامتر1

  
 

, T Tα α   −   
   

 
 
 
 

1
2 2 

)آورد كه در آن  دست به )T α  چندكα  ام توزيـعT  هـاي  در عمـل چنـدك  . باشـد مـيT     از طريـق  شـبيه سـازي

  .آيندمي دست به

 
  آزمون فرض  4-2

  :توانيم انجام دهيمسه نوع آزمون مي ،θبراي انجام آزمون فرض براي پارامتر 

( ) : θ       :  ,i H vs H= θ θ≠ θ 
0 0 1 0

  

( ) : θ       :  ,ii H vs H≤ θ θ> θ0 0 1 0  

                                                           
1 Pivotal Quantity 
2 Identically Distributed 
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( ) : θ       :  .iii H vs H≥ θ θ< θ0 0 1 0  
ت، فواصـل راسـت و چـپ فاصـله اطمينـان بيـان       ناحيه بحراني مربوط به پرتوان ترين آزمون يكنواخML در روش

  باشد، يعنيمي) 10(شده در رابطه 

( )( ) ( )
, , ,

α

n
n n

U
U

 
−∞ ∞ 

 
 

∪   

  :به ترتيب عبارتند از Tهاي بالا بر حسب متغير تصادفي نيز ناحيه رد هر يك از آزمون APWMدر روش 

i . θT ≥ 0  

ii  .T ≤ θ0  

iii  .T ≥ θ0  

  :دهيم، برابرند بانمايش مي Pها را با ها كه آناين آزمون 1مقدارP–بنابراين 

i  . ( ) ( ){ }min ,P P T P T= ≤ θ ≥ θ0 02  

ii  . ( )P P T= ≤ θ0  

iii  . ( )P P T= ≥ θ0  

 
  مثال عددي 5

در . آيـد مـي  دسـت  بـه براساس شبيه سـازي   4در اين بخش محاسبات عددي مربوط به نتايج حاصل شده در بخش 

  .گرددبه صورت عددي مقايسه مي ML و PWMهاي ادامه اين نتايج با روش

 
  بررسي فاصله اطمينان 5-1

 MLو APWM ،PWMفواصـل اطمينـان حاصـل از برآوردگـر     3و احتمـال پوشـش   2جهت مقايسه ميـانگين طـول  

را در  Tالگوريتم زير مراحل شبيه سازي متغير تصـادفي  . شوداز شبيه سازي استفاده مي) ترين فاصله اطمينانكوتاه(

  :دهدچهار گام نشان مي

i , , ,توليد . 1 n= …1 2 ،iU  ها از( ), U θ0، 

i , , ,توليد . 2 n= …1 2 ،iV ها از( ), U 0 1،  

 ،)11(با استفاده از رابطه T محاسبه متغير. 3

4 .m بار تكرار سه مرحله قبل.  

rهاي متفاوت، n نتايج مربوط به اين مقايسه به ازاي ) 1(جدول  = 2 ،m = α/و 1000 = 0 باشد، كه بيـانگر  مي 05

 MLبـه خـوبي    APWMباشد و روش مي 95/0به سطح  نزديك آن است كه احتمال پوشش براي هر اندازه نمونه،

  .عمل كرده است

                                                           
1 P-value 
2 Length Average 
3 Coverage Probability 
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 n  ،APWMهمچنـين بـراي هـر    . باشـد مـي  PWMاحتمال پوشش در بين اين سـه روش متعلـق بـه روش     ترين كم

 .باشدمي PWMداراي ميانگين طول كمتري نسبت به 

  

θبراي پارامتر توزيع يكنواخت با  95/0فاصله اطمينان دو طرفه  (L)و ميانگين طول  (C)احتمال پوشش  .1جدول  = هاي با توجه به حجم 2

  نمونه مختلف

500  100  70  50  30 10  5  
  )�(نمونه 

  روش 

  

95/0  

0432/0  

  

95/0  

0755/0  

  

96/0  

1103/0  

  

95/0  

1737/0  

  

96/0  

2282/0  

  

95/0  

7530/0  

  

95/0  

2186/1  

APWM  
C 

L  

  

95/0  

1133/0  

  

95/0  

2684/0  

  

94/0  

3727/0  

  

95/0  

4322/0  

  

92/0  

6166/0  

  

88/0  

2357/1  

  

87/0  

2585/2  

 (PWM)  
C 

L 

  

95/0  

0321/0  

  

95/0  

0599/0  

  

96/0  

0856/0  

  

96/0  

1222/0  

  

95/0  

2048/0  

  

96/0  

6764/0  

  

95/0  

4723/1  

(ML) 

C 

L  

  

  نتايج مربوط به آزمون فرض  5-2

صـورت   MLو  APWM،PWMو تـوان آزمـون براسـاس برآوردگـر     1سازي جهت مقايسه اندازهيك مطالعه شبيه

)از توزيع  (n)هاي نمونه متفاوت هايي با اندازهبدين منظور نمونه. گرفته است ), U θ0    بـار   5000توليد كـرده و بـا

rθنتـايج عـددي بـراي    . آوريـم مـي  دسـت  بـه تكرار اين عمل، توان و انـدازه آزمـون را    = =  3و  2در جـداول   2

  .اندگردآوري شده

α/حدر بين سه روش ديگر بهتر و هميشـه نزديـك بـه سـط     APWMدر بيشتر مواقع، اندازه  = 0 باشـد  مـي  05

گـردد در سـطح  همان طـور كـه مشـاهده مـي    . دهدنشان مي) �(توان آزمون را براي فرض ) 3(جدول  .)2جدول (

/α = 0 05 ،APWM  و  باشدداراي توان بزرگتري ميPWM دهـد، در حـالي كـه    تري را  نشـان مـي  نتايج ضعيف

APWM  وML باشندبه يكديگر نزديك مي. 

  

α/اندازه آزمون در آزمون دو طرفه  .2جدول  = 0 θتوزيع يكنواخت به ازاي 05 =  براي حجم هاي نمونه متفاوت 2

500  100  70  50  30  10  5  
n  

  روش

05/0  05/0  04/0  05/0  04/0  05/0  05/0  APWM  

05/0  05/0  06/0  05/0  08/0  12/0  13/0  PWM  

05/0  05/0  04/0  04/0  05/0  04/0  05/0  ML  

 

                                                           
1 Size 
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α/توان آزمون در آزمون دو طرفه  .3جدول  = 0 θتوزيع يكنواخت به ازاي05 =   نمونه متفاوت هايها و حجم �θ براي2

500  100  70  50  30  10  5  
  )�(نمونه 

  روش

  

1  

1  

1  

  

1  

1  

1  

  

1  

1  

1  

  

1  

1  

1  

  

1  

1  

1  

  

96/0  

88/0  

95/0  

  

80/0  

77/0  

73/0  

)5/1 (θ� =  

APWM  
PWM 

ML  

  

1  

1  

1  

  

1  

99/0  

1  

  

1  

95/0  

1  

  

1  

83/0  

1  

  

98/0  

74/0  

98/0  

  

77/0  

57/0  

84/0  

  

58/0  

49/0  

62/0  

)75/1 (θ� = 

APWM  
PWM 

ML  

  

1  

89/0  

1  

  

1  

54/0  

1  

  

96/0  

48/0  

95/0  

  

94/0  

41/0  

96/0  

  

73/0  

35/0  

78/0  

  

37/0  

34/0  

50/0  

  

17/0  

31/0  

27/0  

(θ� = 2)  

APWM 
PWM 

ML  

  

   گيري نتيجه 6

يك فاصله اطمينان معرفي كرديم و از طريق شبيه سـازي احتمـال پوشـش و     APWMدر اين مقاله ما بر پايه روش 

  .مورد بررسي قرار داديم PWM و MLهاي را با روش APWMميانگين طول روش 

عـلاوه بـر ايـن    . بوده است APWMترين فاصله اطمينان مربوط به روش هاي متفاوت نمونه كوتاهبراي حجم

هـا  همچنين با توجه به نتـايج عـددي بخـش آزمـون فـرض     . باشدنزديك مي 95/0احتمال پوشش به سطح اطمينان 

  .دهدرا نسبت به دو روش تحت بررسي نشان مي APWMعملكرد بهتر روش

ML ي روشبـه همـان خـوب    APWMتوان گفت كه روش بنابراين با توجه به نتايج عددي مشاهده شده، مي  

  .دهدمي دست بهترين نتايج را ضعيف PWM اين در حالي است كه روش . كندعمل مي
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